Lecture 15:
Review
Change of basis

Notation cheat sheet

notation meaning

F Field with 0 # 1

u,v,w Vector spaces over a field F

My (F) Matrices with ¢ rows and k& columns, with entries in F'
Note: My (F) = My (F)

B =<{(bi,...,bs) Ordered basis

E={el,...,ep Standard (ordered) basis of F*

E={F11,E12,...,E) Standard (ordered) basis of My i (F")

dimp (V) = dim(V) Dimension of V' as a vector space over F'—the size of
any basis of V.

Repg(v) The vector representation of v € V with respect to an
ordered basis B (it is an element of F4m(V)),

Rep5 (f) The matrix representation of f : U — V w.r.t ordered
bases A and B of U and V respectively (it is an element
of Mdim(V),dim(U) (F))

u-v Dot product:
(U1, ... up) - (Viy. .., 00) = UrvL + -+ - + Uy
u-v = |ul|v|cos(h)



Where were we??
Linear functions between f.d. vectors spaces are “the same” as matrices.

The fine print: Let U,V be vector spaces over a field F' with dim(U) = k and
dim(V) = ¢. Let A= (ay,...,a,) be a basis of U and let B =<(bq,...,by)
be a basis of V. Let f : U — V be a linear function. Define

Rep5(f) = | col cola --- coly |e M, . (F) where col; = Repgfaie F*.
o |
Then Rep%, : Hom(U, V) — My ,(F) is an isomorphism;
and for all u € U, we have |Rep5 (f)Rep 4(u) = Repg(f(u)).

A Caution! Even if u is already a vector in F* unless A = &, you need to
expand/represent u in the basis A before multiplying it by the matrix.

Matrix multiplication corresponds to function composition.

The fine print: We defined the product of matrices X € M,, ((F') and
Y € My, as the matrix XY € M,, 1(F) whose (i, 7) entry is
row;(X) - col;(Y)T. Then for any functions f: U — V and g: V — W, we

h
Rep$ (9)Repl (f) = Rep (g0 /),

where A, B, and C are ordered bases of U, V, and W respectively.

[Where were we?? continued. . . ]
“Standard” matrices are great building blocks
The fine print: In My 1, (F'), we defined E; ; as the ¢ x k matrix that has a 1 in
row ¢ and col j and O's elsewhere. This means it encodes the function that
sends e; — e; and e, — 0 for all » # j: | E; je, = 0, ,€;|. The set
E={F;;|1<i</{1<j<k}isthe standard basis of M, ;(F'). Moreover,
for any X € M, ((F), we saw that

E; ;X has row;(X) in row i and 0’s elsewhere, and ()

XE; ; has col;(X) in col j and 0's elsewhere. (%)

HW: Use the identities EZ’,jer = 5j7TeZ~ and X = Zi,j Xi,jEiJ‘ to
prove | E; ;E, s = ;. E; 5| followed by (*) and (s:x).

Identity matrix. The ¢ x £ matrix corresponding to the identity map has 1s
on the main diagonal and Os elsewhere.

10 - 0
dim(V) 01 --- 0
I = Repg(idy) = >, Ei; =
=1



[Where were we?? continued. . . ]

We can use row operations to invert matrices
The fine print: Row operations can be done by left multiplication by
elementary reduction matrices.

Si(A) = AEi; + Z Er “scale”
"
P = E;+FE;;+ Z E. ., “permute”
iyt
Cij(\) = AEj; + 1, “combine”

If X row reduces to the identity matrix by operations
) QLI LN L I 'JINNE N
where R; are elementary red. matrices, then
R, - RsRoRX =1,, sothat R, ---RsRoRy = X%

Note: This says that if | take the exact same sequence of operations that |
did to move from X to I,, but instead | do them to I, | will end with X ~1:

R, - RsRoR I, = X~ 1.

1 -3

Example. To compute the inverse of X = <_5 5

), we start by row

reducing:

( 1 —3> Irowy—»rowQ—l—E)rowl (1 —3)
5 12 C105) 0 -3
TOW]—>TOW| —rOowWz (1 0 ) Iroer—>(71/3)rowQ (1 O)
Cz,l('” 0 -3 52(_1/3) 0 1)

Then
X‘e1 = 52(-13)C2,1(—1)C12(5) = <(1) _?/3> ((1) _11> (;) (1)) - (—_"’2 —_1/13)

Shortcut for doing calculations by hand.
Augment X by I, and then row reduce:

1 =311 0 II‘OWQ'—)I'OW2+5I'OW1 1 =31 0
-5 1210 1) 0 -3|5 1

TOW]+—>TOW] —TOW2 <1 0 ‘—4 —1)

‘rowQ|—>(—1/3)rowQ 1 0 -4 -1
' -5/3 13 )"



Change of basis

Suppose we computed a matrix for a linear function f : U — V with respect
to ordered bases A (of U) and B (of V'), but what we want is the linear
function in terms of a different set of ordered bases A’ (of U) and B’ (of V')?

Examples.

1. If f: F? — F? sends (é) — (g) and (_02> — G) What is Repg (f)?

2. Suppose f : R? — R? is given by Rep&(f) = G

matrix for f with respect to a frame of reference rotated by /47

AN

AN b
b, !

?) What is the

€9

rotate
€1 —_— /4

3. How does the evaluation map compare on polynomials “Taylor expanded”
around a = 0 versus around a = 17

Big idea: For any functions f: U — V and g: V — W, we have

Rep(9)Rep(f) = RepS(g © f)
where A, B, and C are ordered bases of U, V, and W respectively.

So for ordered bases A; and A5 of U and ordered bases 3; and 35 of V', we
have

Repy? (idy )Rep’y' (f)Rep’! (idy) = Repy? (f),
since idy o foidy = f.

Rep’}' (f) .

[V in basis Bl} LU in basis Alj
Rep;* (idy) Rep?’ (idp)
[V in basis Bg} [U in basis Ag]

Rep’? (f)



. L2, 2 Ly (5 0y, , (1
Example: If f: F F* sends <3) (O) and (_2) (1>
What is Rep&(f)?
Ans. Let B = <b1 = <,15>,b2 _ <_02>>

b; = (;) EN @ —5e;+0e; and by = (_02> EN G) —le; + le,

Repy(f) = (g 1) But we want Rep%(f) = Rep(f)RepZ (id).

Computing Rep? (id). ..
Old perspective: Our job would be to solve
e; = c1by + cobs and ey = diby + dsbs for c1,c0,dy,do € F.

Row reduce
1 0|1 y 1 010
3 210 an 3 —21]1

New perspective: Note that
Repy; (id)Rep? (id) = Reps (id o id) = Is.
So

Reps(id) = <Rep? (id)) o :

But ‘
b: l£> b1 = e; +3es and
bo '£> bs = 0e; + (—2)62
Row reduce:

1 0 1 0 lrow2»—>r0w2—3row1 1 0 1 0
3 =200 1) 0 —2|-3 1

Ir0w2|—>(—1/2)row2 (1 0‘ 1 0 )

means Rep%(id) = (il)) _02)

0 1]3/2 —1/2

1 0

Therefore Rep E[id) = <3/2 _1/2

) , and hence

(5 )

N —

Rep; (f) = Repj;(f)Rep; (id) = (8 1) (3}2 —(1)/2) N



You try:

1. Suppose f : R? — R? is given by Repé(f) = (; ?) What is the

matrix for f with respect to a frame of reference rotated by /47
€9 A b2 b1

e rotate /a

(a) Compute b; and by in terms of e; and e.
(b) Use (a) to write down Rep%(id).

(c) Compute Rep2(id) = (Rep(id)) ™.

(d) Use (b) and (c) to compute Rep5(f).

2. Let X = (CCL Z) for some a,b,c,d € F.

a b1
d|0 1
Keep track of when you might be accidentally dividing by O.

(b) What does it mean if you can’t row reduce (X |I) without dividing by 07
lllustrate with an example.

(c) Compare your formula with our computations of inverses of 2 x 2 matrices

thus far in this lecture.

(a) Row reduce to compute X ' for a general 2 x 2 matrix.



Let A and B be ordered bases of a vector space V. We call Repﬁ(id) the
change of basis matrix from A to B.

Because it's worth highlighting. ..

Lemma. We have

Rep’ (id) = (Repé(id))_l.

Consequences:

1. If P is a change of basis matrix, then P is invertible.

2. If P is an invertible matrix, it encodes an isomorphism. Thus the image
of the basis £, B =(Pe; | e; € £), is also a basis. So

o |
P=| Per Pex -+ Peg =Rep‘;(id).

Theorem. The set of invertible ¢ x ¢ matrices is the same as the set of
change of basis matrices.

Namely, two square matrices X,Y € M,(F') represent the same function
f:V =V (where dim(V') = ¢), but with respect to different bases, if and
only if there is some invertible P € M, (F') for which Y = PXP~1; in this
case we say X and Y are conjugate or similar. We call X — PXP~!
conjugating X by P.

“Similarity” defines an equivalence relation on the set M, (F):
X~Y whenever Y = PXP!
for some invertible P € M,(F').
o Reflexive: If X € M,y(F), then...

e Symmetric: If X, Y € M,y(F) satisfy X ~ Y, then. ..

o Transitive: If X,Y,Z € My(F) satisfy X ~Y and Y ~ Z, then. ..

We'll be studying statistics about matrices that are invariant under change of
basis, meaning that they're constant on similar matrices—these statistics are
important because they pertain to the underlying functions independent of
your choice of basis.



