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Chapter 4

Evolutionary Design of a Model of Self-Assembling
Chemical Structures
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Abstract. We introduce a new variant of dissipative particle dynamics (DPD) models that include
the possibility of dynamically forming and breaking strong bonds. This model exhibits different
forms of self-assembled processes; some like micelle formation involve only weak bonds, and
others like the ligation of oligomers involve both weak and strong bonds. Complex self-assembly
processes are notoriously difficult to design and program. We empirically demonstrate an evolution-
ary algorithm that optimizes self-assembly processes like micelle formation and template-directed
ligation.

1. Design of Self-Assembling Chemical Systems

Self-assembly processes involve a population of independently acting compo-
nents that are each governed only by simple, usually local, rules. The systems
exhibit emergent collective behavior that produces characteristic kinds of sta-
ble aggregate structures. These structures include “soft” materials like micelles
and vesicles formed by weak associative forces such as hydrogen bonds, but also
structures like polymers produced with “hard” covalent bonds. This chapter illus-
trates an evolutionary approach to designing self-assembling structures formed
through the operation of both weak associative forces and covalent bonds.

Life forms exhibit particularly rich examples of such self-assembled chemi-
cal systems. The emergence of life from pre-biotic chemical systems involved
harnessing chemical self-assembly processes for specific functions. Examples
include the chemical coupling of amphiphile systems that self-assemble into
cellular containers, and chemical self-replicating systems of genetic polymers
that self-assemble through templating. According to some scenarios, early am-
phiphiles self-assembled into vesicles, which eventually encapsulated replicating
chemical microsystems [38]. Such cooperating self-assembling chemical systems
were then filtered by a selection process, in which those that prolonged vesicle
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lifetime or caused it to quickly grow and divide, would eventually dominate the
population. Achieving this complementary reproduction of amphiphilic contain-
ers and genetic polymers is also a key milestone in the development of artificial
cells [32].

The traditional method of designing self-assembling chemical systems relies
on rational design by chemical experts on the basis of chemical first principles,
applied to the simplest and purest compounds. But this method breaks down
for inherently complicated chemical systems, including many of those involv-
ing self-assembly. Design of self-assembling systems is inherently difficult be-
cause their behavior is emergent. Desired emergent properties cannot be directly
programmed into the system but must arise indirectly, as a result of directly pro-
gramming lower level interactions. There is no method to deduce the resulting
emergent behaviors short of actually examining the system’s behavior. So, a gen-
eral ability to program self-assembling chemical systems would have immense
practical significance.

Evolutionary design with an evolutionary algorithm has been shown to provide
greater flexibility, lower cost and feasibility in areas in which traditional ratio-
nal design is ineffective [28,37,45,46]. Hence, we here employ an evolutionary
algorithm to design self-assembling chemical systems. Earlier we empirically
demonstrated evolutionary design of self-assembling structures in a computer
simulation of amphiphiles in water [3]. Here we present evolutionary design
of simulations of two kinds of chemical self-assembly: micelle formation and
template-directed ligation. The simulation framework we employ is notable for
its realistic portrayal of certain self-assembly processes.

The evolutionary algorithm that here optimizes computer simulations of chem-
ical structures has also optimized real self-assembling chemical structures in a
wet lab [39]. Together these results illustrate the broad applicability of our evo-
lutionary design method.

Evolutionary design of a self-assembling system is somewhat similar to certain
other design processes, specifically combinatorial chemistry, in vitro or directed
evolution, and evolutionary design of physical systems through a proxy model.
But the similarities are only superficial.

Combinatorial chemistry [8,12,34] does not employ true evolutionary search.
Vast libraries of chemicals are synthesized and then screened for matching some
target, but the chemical possibilities are determined beforehand by the size and
composition of the library which is determined in advance. If the library does not
contain a match, then combinatorial chemistry will fail. Combinatorial chemistry
is useful for mining existing chemical databases for new uses. However, it breaks
down in the face of larger polynomial search spaces or spaces for complex chem-
ical interactions. By contrast, an evolutionary algorithm can find good solutions
in a range of possibilities after testing only a small fraction of the possibilities.
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In vitro or directed evolution [9,11,22,23,35,42,47] searches for desired func-
tionality in combinatorial libraries of DNA or RNA. The target functionality is of-
ten the production of desired enzymes. These DNA or RNA libraries continually
evolve, through random mutations of selected molecules. This truly evolution-
ary search is a more creative than combinatorial chemistry screening. However,
in vitro evolution can be applied only to chemical functionality encoded in nu-
cleic acids. The method we demonstrate here can be used to design any sort of
desired chemical functionality, in principle.

Indirect design of target systems via explicit evolutionary design of a simu-
lation of the target system is often used to design physical objects such as ro-
bots [10,13,28,31]. This method suffers from an inherent “reality gap” because
the simulation will typically lack some relevant characteristics of the target sys-
tem. In contrast, our method always measures fitness directly in the target system
(here, the target is itself a computer model). So no “reality gap” can afflict our
method.

2. Dynamic-Bonding Dissipative Particle Dynamics (dbDPD)

For our investigation we used a model of chemical reaction systems based on
the well-studied dissipative particle dynamics (DPD) framework [18,21,30,36,
41,43]. The DPD framework is a mesoscopic system simulator meant to bridge
the gap between molecular dynamics (MD) models and continuous substance
models. The extreme computational demands of MD models make them appro-
priate only for simulating small systems for brief intervals—orders of magnitude
smaller than the time and length scales of interest here. Continuous substance
models are inappropriate as models of molecular scale systems in which the dis-
crete nature of particles impacts the dynamics of the system.

In DPD, the equations of motion are of second order, with explicit conservation
of momentum, in contrast to Langevin or Brownian dynamics. Solvent molecules
may be represented explicitly, but random and dissipative forces are included in
the dynamics to compensate for the dynamical effects of replacing the hard short-
range potentials of MD by softer potentials in DPD simulations. This procedure
allows a major acceleration of the simulation compared with MD.

In traditional DPD models, all bonds are specified initially, and subsequently
cannot form or break. One limitation imposed on the DPD simulations discussed
here is that each element can have at most two strong bonds at a given time.
The particles also interact in a manner corresponding to weak forces such as van
der Waals forces or hydrogen bonds. In contrast to real systems, weak forces are
not limited to a pair of elements, but may simultaneously occur between a single
element and many others. Orientation of individual elements also plays no role,
as DPD elements are radially symmetrical.
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All the elements move in a two- or three-dimensional continuous space, ac-
cording to the influences of four pairwise forces: the conservative “weak” forces
between pairs of particles, a dissipative force between nearby particles, a spring-
like “strong” bond force if bonded and a random force:

fi =
∑

j

(
F C

ij + F D
ij + F B

ij + F R
ij

)
.

All of these forces are considered to operate only within a certain local cutoff ra-
dius, r0. The cutoff radius is a main mechanism for improving model feasibility.
Our simulation follows the standard of setting r0 = 1 for convenience, and as
such it is omitted from the formulas below. The conservative forces between par-
ticles i and j are given by a linear approximation of the Lennard-Jones potential
following Besold et al. [6]:

F C
ij = αIJ (1 − βIJ rij )

where αIJ and βIJ are specific to the types of i and j and rij is the Euclidean dis-
tance between the particles. The dissipative force, F D

ij , causes the kinetic energy
of elements to move toward equilibrium with other nearby elements:

F D
ij = (vi − vj )(1 − rij )

2γ

where vi is the velocity vector of i, γ is a weighting factor given by γ = σ 2/2,
and σ is a balancing factor between dissipative and random forces which serves
to maintain the temperature of the system around a more or less fixed point. The
bonds are represented as Hookean springs:

F B
ij = k(rij − l)

where k is the bond strength and l the relaxed bond length. The random force is
given by

F R
ij = σwR(1 − rij )u

where wR is an independent random factor and u is a uniform random number
chosen from the interval (−1, 1). For all our experiments, σ = 3, wR =

√
3,

with a density of 10 DPD particles per unit volume.
The work reported here uses a DPD implementation of a model of monomers

and oligomers in water. Some elements in the model represent bulk water, with
one model element representing many water molecules. Other elements could
represent hydrophilic or hydrophobic monomers. In some cases those elements
are connected by explicit bonds, which are represented as springs that rotate
freely about their ends. These complexes explicitly but very abstractly represent
the three-dimensional structure of oligomers. For example, amphiphilic mole-
cules can be created by explicitly bonding a hydrophilic monomer “head” onto a
hydrophobic “tail” (chain of hydrophobic monomers).
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DPD thermodynamic forces can create self-assembled structures held together
by the weak associative forces. For example, a DPD system with amphiphiles in
water can exhibit a wide variety of known supramolecular amphiphilic phases,
including monolayers, bilayers, micelles, rods, vesicles, and bicontinuous cubic
structures [26,27,36,48,49]. But since strong bonds never form or break in the
traditional DPD framework, that framework is unable to represent self-assembled
structures that involve the dynamics of covalent bonds.

To achieve self-assembly processes that involve forming and breaking strong
bonds, the DPD framework must be extended by making strong bonds dynamic.
To this end, we created dynamic-bonding DPD (or dbDPD), which is a DPD that
is augmented with the following two rules:

– Bonds form if rij < r f
IJ , where r f

IJ is the bond-forming radius for types I
and J .

– Bonds break if either rij > r0 or rij > rb
IJ , where rb

IJ is the bond-breaking
radius for types I and J .

The strong bond strength parameter, k, governs the strength of all strong bonds,
whether or not they were present in the initial conditions. These bonding rules
allow emergent chemical reaction networks, including emergent side-reactions,
to interact with self-assembly processes [15].

Note that the temperature of the system changes when bonds form and break.
However, the momentum in the system is constant, since the changes in the mo-
mentum of individual elements due to bonding events are always symmetrical
with respect to the bonded particles.

3. Genetic Algorithm for Chemical Structures

We now describe an evolutionary algorithm (EA) for designing chemical sys-
tems. We use the EA to optimize the parameters of dbDPD models, where the
parameters are given a wide range of possible values. Specifically, a genome, g,
is a vector of chemical systems parameters: g = (g1, . . . , gN). The evolution-
ary algorithm we use is simple, but differs from a standard genetic algorithm in
important respects. In deference to the expense of testing fitness, all previously
tested genomes are candidate parents, rather than only those of last generation,
and children are not allowed to repeat previously tested genomes. In an attempt
to better mimic real evolutionary processes, mutation, the sole genetic operator,
is limited to a subset of the space near the parent’s value, rather than the whole
range of the gene. Obvious possibilities for future work include extending our
results with various more complicated evolutionary algorithms [14,17,20], such
as those using crossover, and comparison with a standard genetic algorithm.

The EA proceeds with discrete generations of size Pg. Parents are selected
from the entire population of genomes tested in any previous generation, not
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just those tested in the immediately preceding generation. Selection is done via
truncation: at the end of each generation the least fit members of the population
are culled until the group of next parents reaches a pre-determined size, Pt. For
all experiments discussed below, Pt = Pg = 10.

Each parent produces one child genome gc by mutation, with the limitation
that gc not duplicate a previous g tested by the EA. The mutation rate per locus is
governed by a global parameter, µ (set to 0.5 for all experiments reported here).
The mutation operator is given by:

gc
i = u

(
2g

p
i − g

p
i

2

)
+ g

p
i

2

where u is a uniform random number chosen from the interval (0, 1), and gc
i and

g
p
i are the ith child and parent gene. Mutation thus has an asymmetric Hamming

distance around gp such that g
p
i /2 < gc

i < 2g
p
i . The mutation rate is relatively

high relative to balance other differences between ours and a standard EA. Be-
cause mutations are limited to the range defined by the Hamming distance, even
high mutation rates do not lead to mutant children being overly distant in genomic
space from their parents. Additionally, because children may not duplicate ear-
lier genomes, much of the genome may be effectively immune to mutation due
to previous sampling, particularly in combination with the limit imposed by the
Hamming distance.

4. Results

We optimized dbDPD parameters for a handful of different kinds of self-
assembled structures. Some involve only weak associative forces, while others
also involve strong bonds. This section reports the typical and notable results
from a large sample of optimizations of these structures by evolutionary algo-
rithms.

4.1. Optimization of Micelle Size

One set of experiments focussed on systems consisting of amphiphile aggrega-
tions in water. Amphiphiles in aqueous solution spontaneously assemble into a
number of structures, depending on the type of amphiphile and the pH and tem-
perature of the solution. Amphiphilic self-assembled structures typically arise
solely because of weak associative forces.

The smallest amphiphile self-assembled structures are micelles. In micelles,
amphiphiles aggregate with their hydrophobic tails at the center and the hy-
drophilic heads around the outside (see Fig. 4.1, right). The size of a micelle
is affected by a number of factors, but can be considered in the abstract to depend
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Fig. 4.1. The equilibrium state of the dbDPD system before (left) and after (right) evolutionary
design of dbDPD parameters for the micelle size. Amphiphile heads are shown as light-colored
spheres, tails as darker columns; water is present but not shown. The system on the left includes
amphiphile tails, but most are too short to be seen. In the system on the right, note the self-assembly
of ten different micelles of a certain characteristic size. Two micelles wrap around the toroidal edge
of the space. For color, see Color Plate Section.

primarily on the length of tail and the “width,” in terms of inter-molecular forces,
of the head. If the tail is short and the head wide, small micelles composed of low
numbers of amphiphiles will be formed.

The EA tested dbDPD parameters in systems consisting of 1000 particles: half
water (W) and half tail–head (T–H) dimers. The initial system parameters were
such that T–H pairs were strongly bonded and attracted each other, T–H bonds
could break but could not reform, Hs repelled each other, and Ts repelled each
other. The genome in this EA consists of genes for the bond strength, k, and for
the repulsion forces, αIJ :

g = (k, αWT, αWH, αHH, αTH, αTT)

where all are integers in [1, 400].
In this experiment, we use an evolutionary algorithm to tune dbDPD parame-

ters so that micelles spontaneously self-assemble and their size is maximized.
The existence and size of micelles is determined by the spatial distribution of
amphiphiles. So, the fitness function needs to detect micelles and to measure
their size. In the fitness function used here, a micelle-detecting algorithm locates
all the amphiphile structures made up of a core of tails surrounded by heads. The
algorithm proceeds by (1) listing all the tail particles in the system, (2) choosing
a tail particle from the list at random, (3) drawing a circle whose radius is the dis-
tance between that tail particle and the nearest head or water particle, (4) remov-
ing from the list all the tail particles located inside that circle, and then repeating
steps (2)–(4) until the list of tail particles is empty. The algorithm then groups
any overlapping circles (where overlap is transitive), and considers each group of
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overlapping circles as a single micelle. A micelle’s radius is considered to be the
radius of the largest circle in the group corresponding to that micelle.

The fitness of a given genome (vector of dbDPD parameters) is dependent on
the size of the micelles (if any) that form after a set number of model updates
when the dbDPD system is started from those dbDPD parameters. More pre-
cisely, the fitness, F , of a given genome, g, is the mean size of each micelle it
contains,

F = f̄i

where fi is the size of an individual micelle. An individual micelle’s size is given
by

fi =
(

si

ri

)ri

where si is the number of tails in the micelle core and ri is the micelle’s radius.
The fitness function thus increases in the size of both core and radius.

The evolutionary algorithm typically had no difficulty creating large micelles.
Different runs of the EA would often take different routes to similar final solu-
tions. In some cases, a good solution is found in less than 20 generations; see
Fig. 4.2. But other times the process is more gradual, as in Fig. 4.3, which illus-
trates a series of discrete adaptations. The fixed dbDPD parameters in these two
contexts were similar but not exactly the same. In both cases, αWW = 1, βTT = 3
and β = 1 for all other particle pairs, and for all particle pairs r f = 0 (no bonds
form). In the EA shown in Fig. 4.2, k = 250, l = 0.05, and rb = 0.7. In the
EA shown in Fig. 4.3, l = 0.01, rb = 0.9, k was added as a gene and allowed to
evolve.

These separate adaptations can be identified in the corresponding evolution-
ary activity plot. Evolutionary activity statistics are a method for visualizing and
quantifying the dynamics of evolutionary adaptations [2,4,5,33]. Here, we focus
on the activity of only the parents, for those genotypes will contain the significant
adaptations. In the present context, the evolutionary activity A(a, t) at time t of
a given allele a of a given parental gene gi is the sum of a’s concentration in past
parental generations:

A(a, t) =
t∑

0

c(a, t)

where c(a, t) is the concentration of the a allele in the parental population at gen-
eration t if the allele is present, and 0 otherwise. A discrete number of different
allele types are formed from continuous parameters by dividing the range of legal
allele values into some finite number of bins (40 bins, in the present study).

We can see the effects of two main adaptations in the evolutionary activity
waves in Fig. 4.4. The first adaptation around generation 20 is lower amphiphile
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Fig. 4.2. Time series of fitness scatter plot of a micelle size EA, in which a good solution is found
in less than 20 generations. Each point represents the fitness of a genome in the EA with all the
genomes in a single generation at the same point on the x-axis.

Fig. 4.3. Time series of fitness scatter plot for a micelle size EA, illustrating successive adaptations.
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Fig. 4.4. Evolutionary activity waves of all parental loci in the EA shown in Fig. 4.3. Note the
rise of a number of adaptations such as the dominant gene in k, αTT and αWT. Also notable is the
quiescence of one αWT gene only to see a revival towards the end of the study. A gene at locus
αTH can be seen dying out around generation 60 to be replaced by a number of dominant neutral
variants. For color, see Color Plate Section.

tail repulsion. This allows amphiphiles to become packed into micelles. One can
see the creation of new types of αTT genes, one of which quickly dominates the
population (the big αTT wave in the middle of the diagram). This first adaptation
also involves increasing the repulsion between heads, but the activity waves for
these innovations appear among those in the lower half of the wave diagram.
The second main adaptation around generation 50 is increased repulsion between
heads and tails. This increases the amphiphile’s length, and so increases the size
of the micelles. One can see the creation of new activity waves for αTH genes at
around this time. (The persisting allele waves involving αWH and k illustrate that
these genes are not undergoing significant innovations.)

If we compare the micelles produced by the parents at successive stages in
the evolutionary algorithm in Fig. 4.2, we observe a clear directional change.
Figure 4.5 compares the distribution of mean core size and mean radius of the
micelles made by the parents in generation 10, 15, and 30. One can see that the
values of both variables increase over the course of the EA.

Figure 4.6 compares the most fit genomes in the EAs shown in Figs. 4.2
and 4.3. It is evident that both EAs produce roughly similar genomes, though
they differ in some details. The fittest genomes from the EA shown in Fig. 4.2
produce micelles with a more regular shape than those from the EA shown in
Fig. 4.3.
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Fig. 4.5. Box plots of the mean values of core size (left) and radius (right) of micelles formed
by parents of generation 10, 15, and 30, in the EA shown in Fig. 4.2. A clear directional change
is evident. The bottom of the box marks the first quartile (x0.25), the top, the third (x0.75) and
the thicker line, the median. The height of the box defines the interquartile range (IQR). A data
point is considered an outlier, and shown as an empty dot, if it is smaller than the lower fence
(LF = x0.25 − 1.5IQR) or bigger than the upper fence (UF = x0.75 + 1.5IQR). The bottom
line marks the smallest data point bigger than LF, and the top line the biggest data point smaller
than UF.

Fig. 4.6. Logarithmically scaled distribution of the most fit genomes in the EAs shown in Figs. 4.2
and 4.3. The bond strength, k, was a gene in the EA shown on the right, but not in the EA shown
on the left. Note that the two sets of evolved genomes are similar, though not the same.

We also investigated the structure of the fitness landscape in the micelle size
task by making a number of “fitness slices.” In these fitness slices, all parameters
were kept constant except for one parameter which was smoothly varied between
its minimum and maximum values, and we measured fitness of a number (typi-
cally 20) of replicate dbDPD systems. The fitness slices (Fig. 4.7) reveal that the
fitness landscape has an interesting, sometimes multi-modal, structure in at least
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Fig. 4.7. Three slices of the fitness landscape for the micelle size EA. Each slice is a series of
scatter plots of twenty fitness measurements in dbDPD parameter space, showing how fitness varies
as a single parameter is varied over its whole range of possible values, while all other parameters
are held constant. The parameters varied are αTT (left), αTH (middle), and αHH (right). Some
significant topographical variation is evident in each slice.

three of its dimensions (αTT, αTH and αHH). The presence of outliers which we
observe on the fitness slices for αTH is due to a chaotic point in the parameter
space which yielded large but extremely unstable micelles that produced widely
differing fitness measurements depending on the momentary state of the system
in which the measurement was made.

These fitness slices corroborate our explanation above of the adaptations seen
in the activity wave diagram (Fig. 4.4). The first significant adaptation involves
lowering the TT repulsion and increasing the HH repulsion, and Fig. 4.7 reveals
that for at least one slice through parameter space fitness increases as TT re-
pulsion is lowered (left) and increases as HH repulsion increases (right). The
second significant adaptation involves increasing the TH repulsion, and we see
that fitness increases as TH repulsion increases from its minimal value (Fig. 4.7,
middle).

4.2. Template-Directed Ligation of Uniform Oligomers

Chemical amplification via templating is the basic mechanism of DNA replica-
tion, and also of simpler replicator systems such as von Kiedrowski’s autocat-
alytic replicator system [44] and peptide replicators [40]. Monomers of a given
type may participate in a weak interaction with monomers of a complementary
type, and each may form strong bonds with a monomer of any type if the two
are in the correct proximity and orientation. Given a template oligomer made
up of different types of monomers and a reservoir of free floating monomers,
each monomer of the template oligomer can associate weakly with a comple-
mentary free monomer. If the weak forces of the template oligomer bring the free
monomers into the correct orientation and proximity, strong bonds form between
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the monomers producing a complementary oligomer through the process of liga-
tion. In this way, the self-assembly process of template-directed ligation involves
both weak and strong chemical bonds.

If the paired complementary oligomers are separated by a mechanism such as
duplex melting due to temperature change or protein action, then each oligomer
may repeat the process, creating more templates and complements. By this
means, the overall number of oligomers in the population increases. Although
this process results in the chemical amplification of oligomers, the focus of the
present work is simply ligation, and the optimization of parameters that result in
the organization and ligation of monomers into oligomers. Unlike a DNA system
we attempt to simulate a system in which template oligomers directly catalyze
the formation of their complements without any facilitating proteins consistent
with RNA world theories of the origin of life.

The ligation systems we subject to evolutionary design are analogous to the
chemical system of non-enzymatic template-directed synthesis [1,7,19,24,25,29,
50]. Like template-directed systems of ligation in vivo and in vitro, our system is
supplied with a template molecule and an excess of monomers. It then evolves
so as to optimize the assembly of monomers on the template to produce a ligated
copy of the template.

The simplest form of template-directed ligation involves only uniform oligo-
mers, i.e., oligomers composed of a single species of monomer. The template
for a uniform oligomer is another uniform oligomer composed of the comple-
mentary monomer. Pairs of opposite type units attract each other, while like type
units are unlikely to become associated by weak forces. This is roughly analogous
to complementary base pairing in the context of nucleotides. In this section we
present results of evolutionary design of ligation of uniform oligomers. Results on
evolutionary design of the more general form of ligation involving non-uniform
oligomers are reported in Section 4.3. It is possible to measure the catalytic ef-
ficiency of the templating process by fitting rate constants and comparing with
background rates, but this is not done here.

When designing ligation of uniform oligomers, we augmented dbDPD with
angular stiffness of covalent bonds, following Shillcock and Lipowsky [36]. The
preferred angle was 0, tending towards parallel bonds, and the bending con-
stant was 200. Our genes in this EA are just three dbDPD parameters: the bond
strength, the relaxed length of the bond, and the strength of the attractive conser-
vative force between A and B particles:

g = (k, l, βAB)

where k is an integer in [1, 1000], l is a real number in [0.01, 0.75], and βAB
is a real number in [1, 2]. The other dbDPD parameters were fixed as follows:
αWW = αWT = αWH = 3 and all other α values were set to 30, β values for all
particle pairs except AB were set to 1, r f

AA = r f
BB = 0.25 and r f values for all
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Fig. 4.8. The dbDPD system before (left) and after (right) evolutionary design of uniform oligomer
ligation. Template oligomers are dark, monomers and target oligomers lighter. Water is present but
not shown. After evolutionary design, it is evident that the template successfully catalyzes the
production of complementary oligomers. For color, see Color Plate Section.

other particle pairs were set to 0, and rb = −1 for all particle pairs (bonds do not
break).

A genome’s fitness is measured by starting the dbDPD with the genome’s pa-
rameters and seeding the system with one kind of free monomers and a template
that is a uniform oligomer formed from the complementary monomer. The fitness
of a genome is given by:

F =
lmax∑

l=lmin

nl × kl

where l is the length of the oligomer, lmin is the length of the shortest oligomer
which counts towards fitness, lmax is the length of the longest oligomers allowed
in the system, nl is the number of oligomers of a given length l, and k is a scaling
factor that governs the relative importance of forming longer oligomers. For all
our experiments k = 1.5. Many generalizations and modifications of our search
algorithm and fitness function could be explored.

As can be seen in Fig. 4.8 the EA was successful at templating oligomers in
the uniform case. Fitness improved from zero to over eighty percent of the max-
imum possible. The twenty percent shortfall from perfect performance is from
incomplete ligation due in large part to lack of sufficient diffusion of monomers
in the time allotted for evaluating the system.

4.3. Template-Directed Ligation of Non-Uniform Trimers

Ligation of uniform oligomers is a limiting case of ligation of non-uniform
oligomers. In this section, we report results on evolutionary design of the more
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general form of ligation. To simplify the chemistry as much as possible, we focus
solely on the ligation of trimers composed out of two types of monomers.

Our genes are eight chemical system parameters: the bond strength, the relaxed
length of the bond, the strength of the repulsive conservative force between A
particles, the strength of the repulsive conservative force between B particles, the
strength of the attractive conservative force between A and B particles, the bond-
forming radius for two A particles, the bond-forming radius for two B particles,
and the bond-forming radius for A and B particles:

g =
(
k, l, αAA, αBB, βAB, r f

AA, r f
BB, r f

AB
)

where k, αAA and αBB are integers in [5, 200], βAB is an integer in [5, 100], r f
AA,

r f
BB and r f

AB are real numbers in [0.05, 0.75] and l is a real number in [0.01, 0.75].
The other dbDPD parameters were fixed as follows: α and β values for all particle
pairs not controlled by genes were set to 1, and rb for all particle pairs were set
to 0.8.

Here, a genome’s fitness has three components, corresponding to the ability
to ligate three different classes of trimers. Each fitness component is measured
by starting the dbDPD with the genome’s parameters and seeding the system
solely with free monomers and one of three kinds of template trimers—AAA,
AAB, and ABA—and letting dbDPD run for a fixed number of model updates.
These templates and their complements cover all possible trimers that can be
formed from the monomers A and B. The components of a genome’s fitness are
the number of correct template and complementary trimers formed when seeded
with each kind of trimer template. Formally, a genome’s fitness is:

F = nAAA × nAAB × nABA

where nX is the number of X trimers and their complements produced after seed-
ing the system with templates of type X.

Figure 4.9 shows a scatterplot of the fitness of each genome over a typical EA
run. In addition to the fitness of the genomes in each generation, the fitness of the
parents of each generation is also plotted. This makes more apparent the mecha-
nism of the EA as well as allowing more detailed investigation of performance in
terms of the component fitnesses. We observed a steady increase in fitness over
the course of one hundred generations.

Figure 4.10 shows the evolutionary activity of the parents in the EA shown in
Fig. 4.9. (Recall definitions from Section 4.1.) We can see significant adaptations
in the genes for different types of bonding rules: βAB first adapts, then r f

AA and
r f

BB. (We also see nearly constant domination of the parent population by alle-
les for genes k and l, presumably because they are not undergoing significant
change.)

Examining the changes in each component of the fitness function underlines
the implications of the activity wave data. Figure 4.11 shows a scatterplot of
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Fig. 4.9. Measured fitness of each parent system (small closed circles) used by a typical EA de-
signing template-directed ligation systems, and of child systems (open circles) produced by the
EA.

Fig. 4.10. Evolutionary activity waves of types of alleles at all parental loci in the EA shown in
Fig. 4.9. One βAB activity wave ends around generation 50 when βAB waves for alleles with higher
values originate; these new waves are mixed with others in the bottom of the diagram. For color,
see Color Plate Section.
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Fig. 4.11. Time series of scatter plots of the three components of fitness—nABA above, nAAA in
the middle, and nAAB below—in conditions started with the three corresponding kinds of templates
in the EA shown in Figs. 4.9 and 4.10. As in Fig. 4.9, the component fitness of the parents of each
generation are shown with small closed circles and those of the children with open circles. Note the
initial rise in nABA, followed by rises in nAAA and finally nAAB.

each component of fitness of the genomes in the EA in Fig. 4.9. The EA first
increases nABA; this is the simplest fitness component to optimize because it in-
volves only the AB bond. This is followed by increasing nAAA; this is somewhat
more complex because it requires forming both AA and BB bonds for the tem-
plate and target respectively, but always in isolation from each other. The fitness
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component that increases the slowest is nAAB. This involves correctly forming
each possible type of bond. Forming both like-type and complement-type bonds
within the same oligomer proves very difficult in dbDPD. Note also that the par-
ents shift somewhat in their rank in nAAA and nABA, but are always near the top
of nAAB—more evidence of the latter’s key importance.

5. Discussion

The behavior of probabilistic models like dbDPD is stochastic. This makes mea-
surement of their expected behavior noisy, presenting an extra hurdle for our EA.
One simple solution is to do enough replicates to average away the noise [3], but
this is expensive in terms of fitness measurements. EAs can compensate for this
by rewarding high measured fitness and punishing low measured fitness more
gently. But this lessens the EA’s ability to quickly abandon dead ends and capi-
talize on new breakthroughs.

The stochasticity of the dbDPD simulations also explains in part why different
EAs sometimes find different solutions to the same optimization problem, the re-
maining variation due to stochasticity within the EA. We ran many EAs identical
in all but the initial seed for the random number generator and saw significant
differences in the time it takes to reach optimal solutions, as well the variance in
the fitness of the child genomes produced. The differences are analogous to the
differences between the EAs shown in Figs. 4.2 and 4.3, though those EAs dealt
with slightly different problems. The first finds an optimal solution faster than the
second, but the greater variance of children fitness reveals that the solution is less
robust.

The heart of a EA is its fitness function. Our non-uniform ligation fitness func-
tion multiplies three components. The fitness component graphs (Fig. 4.11) re-
veal a significant gap between desired and observed dbDPD behavior. The EA
achieves a high values for one fitness component (ligating ABA trimers, nABA),
but the resulting systems are poor at ligating other kinds of trimers. A better
fitness function might improve results. For example, our fitness functions for
ligation merely counts the oligomers of the right types, but it ignored the ac-
tual process that produced the oligomers. One could use a fitness function that
explicitly assays to what extent the process of template-directed ligation is actu-
ally happening. This would appropriately devalue systems that produce the right
oligomers by some other process than ligation. This fitness function should pro-
duce general, non-uniform template-directed ligation, providing it is possible to
realize this process in the dbDPD framework.

But evolutionary design methods can succeed only if an adequate solution ex-
ists somewhere in the search space. We concluded from the present study that the
dbDPD framework can produce only limited forms of templated ligation. Certain
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simple oligomers, such as the ABA case, were readily produced, but the mecha-
nism for this was not solely template-directed ligation. Furthermore, the yield of
ligation with more complex non-uniform oligomers, such as AAB, was poor.

This limitation appears to stem from the radial symmetry and specific bond
rules in the dbDPD framework. In real templated ligation, a free monomer is
held in a specific spatial orientation by weak bonds with another monomer in the
template. If this happens at two adjacent locations in the template, then the tem-
plate can hold two free monomers in the correct spatial orientation long enough
that a strong bond forms between them. Without the template, free monomers are
unlikely to bond because of the low probability of them coming into contact in the
correct spatial orientation and remaining there long enough for a bond to form.
In dbDPD, on the other hand, weak associative forces attract any free monomers
within r0 so a cluster of free monomers can be attracted to a given location in
the template. But strong bonds may form between any two monomers which are
within r f for their respective types. So in dbDPD, while strong bonds will form
between two free monomers attracted to adjacent locations in the template (as in
real templated ligation), strong bonds are just as likely to form between two free
monomers attracted to the same location in the template. Thus, the sequence of
strong bonds that form is not controlled specifically by the sequence of monomers
in the template.

For these reasons, it appears that the present dbDPD framework is insufficient
to achieve templated ligation of non-uniform oligomers. Appropriate changes to
dbDPD may resolve this problem, but the consequent increase in computational
costs is presently unknown.

6. Conclusion

We here achieve evolutionary design of a model chemistry involving self-
assembling amphiphiles in water. This demonstrates how evolutionary algorithms
and similar indirect design methods can be used to “program” or optimize self-
assembling chemical structures. This method works in a number of contexts,
including those illustrated by micelle size and templated ligation of uniform
oligomers.

The majority of dbDPD simulation parameters optimized here can be effec-
tively varied in actual chemical systems. However, in some cases they cannot be
varied independently—i.e., there may not exist an amphiphile which has a par-
ticular repulsion with other head groups as well as a particular length tail—but
otherwise they are analogous to real chemical variables. Thus, it is possible that
optimal dbDPD systems correspond to real chemical systems with the same de-
sired characteristics.

The evolutionary algorithm used here was intentionally kept very simple. EA
performance can typically be boosted by a variety of methods [16]. So we expect
that the performance shown here can be significantly improved.
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The evolutionary design method shown here can be used to optimize other
chemical functionalities in other kinds of chemical systems, both real and simula-
tions. It has already been applied with high-throughput screening to optimize real
amphiphile systems in the wet lab [39]. The resulting marriage of machine learn-
ing with chemical screening yields an automated, intelligent screening method
for finding solutions in very sparse samples of huge and high-dimensional search
spaces.
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