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Abstract. Curves in Grassmannians are analyzed using the special structure of the tangent bundle of a Grassmannian, resulting in a theory of inflections or Weierstrass behavior. A duality theorem is established, generalizing the classical duality theorem for projective plane curves. The appendices summarize basic information about principal parts bundles and their application to studying the inflections of curves in projective space.
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Introduction

This paper develops Joe Harris's idea for classifying curves in Grassmannians based on the special structure of the tangent bundle of a Grassmannian. A map of a curve, $X$, into a Grassmannian is given by a vector space, $V$, of globally spanning sections of some vector bundle, $E$, on $X$. To this, we associated a sequence of vector bundle quotients

$$(*) \quad V_X = V \otimes O_X \rightarrow E \rightarrow E_1 \rightarrow E_2 \rightarrow \ldots$$

called derived bundles and define higher differential ranks and torsion sheaves. Our goal is then to explain the geometry behind these constructions. The main tools
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we use are principal parts bundles and the closely related osculating bundles, in the spirit of Piene’s work [P11]. Main facts about these bundles are relegated to the appendices and are assumed throughout the main body of the paper.

Derived bundles are defined in §1 and their connection with principal parts bundles is presented in §2. Piene’s osculating bundles appear in §4. They are used to formulate a key result, Theorem 4.2, which states that the surjections between derived bundles, (*), lift to give surjections between osculating bundles

$$V_X \to E \to G^1(E_1) \to G^2(E_2) \to \ldots$$

This property is used to characterize derived bundles in Theorem 4.6. It is also the key idea behind Theorem 5.1, which is a refinement of the normal form for a curve in a Grassmannian due to Griffiths and Harris, [GH2].

The normal form for curves in Grassmannians can be interpreted to explain the geometric meaning of derived bundles and differential ranks. Locally, a curve in a Grassmannian is given by the span of vectors parametrized by the curve. It might happen that some of these vectors are derivatives of others. Roughly, the differential rank is the minimum number of vectors needed such that they, along with their derivatives up to various orders, determine the map to the Grassmannian. The higher differential ranks express the orders of the derivatives. This is made precise by Theorem 5.1.

In certain situations, a calculation of ranks will show that the surjections to the osculating bundles in (**) are isomorphisms. This is the idea behind Theorem 6.2.1, which is used to recover a result of Griffiths and Harris, [GH2, p. 386] characterizing curves with differential rank one: each comes from a curve in projective space by taking a cone over an associated map of some order. An associated map of order $t$ for a curve in projective space sends a point on the curve to its $t$-th osculating space (the space spanned by the derivatives of order $\leq t$ of a local parametrization of the curve).

The formalism of our vector bundle constructions suggested one of the main results of the paper, a duality theorem for curves in Grassmannians, Theorem 7.1. In the case where $E$ is an osculating bundle for a curve in projective space, this result specializes to give Piene’s duality theorem, [P11], which is the modern expression of the classical duality theorem for curves in projective space. (The most special case is the fact that the double dual of a projective plane curve is the curve, itself.) As an application, we discuss the birationality of the associated maps, (Proposition 3.3.1).

The torsion sheaves measure the inflectionary behavior of a curve in a Grassmannian. In the special case of a curve in projective space, their lengths are known as stationary indices: these are the numbers appearing in the generalized Plücker formulas describing the way a curve flexes.

The paper ends with several examples: curves in Grassmannians coming from taking “joins of lines”; curves of degree three; a relation between the degree of a bundle generated by global sections and its possible differential ranks; and the sequence of differential ranks and torsion numbers (lengths of torsion sheaves) possible on the projective line.

E. Ballico has continued the study initiated in this paper, [Ba1], and has generalized some of the results to higher dimensional varieties, [Ba2].
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1. Derived Bundles

We study a map of a smooth curve over an algebraically closed field, $k$, into the Grassmannian of $r$-dimensional quotients of an $n$-dimensional vector space $V$ over $k$:

(1.1) \[ f: X \to G(V, r) = G_{r-1}(V) = G \]

or equivalently, a surjection

(1.2) \[ \phi: V_X = V \otimes_k \mathcal{O}_X \to E \]

where $E$ is a vector bundle of rank $r$ on $X$. The universal exact sequence on $G$

(1.3) \[ 0 \to S \to V_G \to Q \to 0 \]

where $Q$ is the universal $r$-quotient, pulls back to

(1.4) \[ 0 \to S_E \to V_X \xrightarrow{\phi} E \to 0 \]

where $S_E$ is the kernel of $\phi$. The tangent map

\[ T_X \to f^*T_G \cong f^*\mathcal{H}om(S, Q) \cong \mathcal{H}om(S_E, E) \]

is the same as a map

(1.5) \[ \partial = \partial_\phi: S_E \to \Omega_{X/k} \otimes E \]

where $\Omega_{X/k} = T_{X/k}^{-1}$ is the cotangent bundle.

Definition 1.6. The differential rank of $\phi$ (or $f$) is the rank of the image of $\partial$. The torsion sheaf for $\phi$ (or $f$) is the torsion subsheaf of the cokernel of $\partial$.

The differential rank of $\phi$ is the rank of $\partial$ restricted to a generic fiber. At special fibers, the rank of $\partial$ may drop, this being measured by the torsion sheaf.

The map $\partial$ is now used to construct a sequence of related maps to Grassmannians.

Definition 1.7. The first derived bundle of $\phi$ is the vector bundle

\[ E_1 = (\text{cok}(\partial) \otimes \Omega_{X/k}^{-1}) /\text{torsion} \]

Tensoring the natural map $\Omega_{X/k} \otimes E \to \text{cok}(\partial)$ by $\Omega_{X/k}^{-1}$ and composing with $\phi$ induces a surjection

\[ \phi_1: V_X \to E_1 \]
which factors through \( \phi \). There is a corresponding map \( f(1): X \to G(V, \text{rank}(E_1)) \).

One may now repeat the process with \( E_1 \) in place of \( E \). Inductively, define the \( i \)-th derived bundle of \( \phi \), \( E_i \), to be the first derived bundle of \( \phi_{i-1} \). The bundle \( E_i \) comes with a surjection

\[
\phi_i: V_X \to E_i
\]

and a corresponding map

\[
f(i): X \to G(V, \text{rank}(E_i))
\]

Define the \( i \)-th differential rank of \( \phi \), \( \text{drk}_i(\phi) \), to be the differential rank of \( \phi_{i-1} \) and the \( i \)-th torsion sheaf, \( \text{tor}_i(\phi) \), to be the torsion sheaf of \( \phi_{i-1} \). The \( i \)-th torsion divisor is defined to be \( \sum_{x \in X} \text{length}(\text{tor}_i(\phi_x)) \cdot x \) and the \( i \)-th torsion number is the degree of this divisor.

Thus, letting \( \phi_0 = \phi \), the previously defined differential rank and torsion sheaf of \( \phi \) may be called the first differential rank and first torsion sheaf, respectively. In sum, we have associated with each map of \( X \) into a Grassmannian, a sequence of maps of \( X \) into other Grassmannians, a corresponding sequence of surjections

\[
(1.8) \quad V_X \to E \to E_1 \to E_2 \to \cdots
\]

and a sequence of torsion sheaves on \( X \). The \( i \)-th differential rank is

\[
\text{drk}_i(\phi) = \text{rk} E_{i-1} - \text{rk} E_i
\]

**Remark 1.9.** Tensoring (1.5) by \( \Omega^{-1}_{X/k} \) defines a map

\[
T_{X/k} \otimes S_E \to E
\]

whose cokernel modulo torsion is \( E_1 \). We used \( \partial \) to define the derived bundles instead of this map because it arises more naturally when using principal parts bundles to study differential ranks, (§2).

2. Principal Parts Bundles and a Description of \( \partial \) in Local Coordinates

Although \( \partial: S_E \to \Omega_{X/k} \otimes E \), used to define the derived bundles, was defined by identifying the tangent bundle of the Grassmannian with a space of maps, we will mostly use an alternate description using \( P^1(E) \), the first order principal parts of \( E \). This is given in Proposition 2.1. The proof of Proposition 2.1 shows that the map \( \partial \) is closely related to the second fundamental form homomorphism on the Grassmannian.

The section ends with a description of \( \partial \) in local coordinates. It will be used later to state Theorem 5.1 giving the normal form for a curve in a Grassmannian and leads to a geometric explanation of the differential rank.
Proposition 2.1. There is a commutative diagram with exact rows

\[
\begin{array}{cccccc}
0 & \longrightarrow & S_E & \longrightarrow & V_X & \phi \longrightarrow E & \longrightarrow & 0 \\
\downarrow \partial & & \downarrow \nu^1 & & & & \\
0 & \longrightarrow & \Omega_{X/k} \otimes E & \longrightarrow & \mathbb{P}^1(E) & \longrightarrow & E & \longrightarrow & 0
\end{array}
\]

(2.2)

where the bottom row is the fundamental exact sequence and \( \nu^1 \) is the Taylor series map (A.6). Thus, \( \partial \) is the Taylor series map \( \nu^1 \) restricted to \( S_E \).

Proof. The Taylor series map lifts \( \phi \), giving a map of exact sequences as shown except we must verify that the induced map \( S_E \rightarrow \Omega_{X/k} \otimes E \) is \( \partial \). There is a diagram similar to (2.2) on the Grassmannian. The map \( V_G \rightarrow Q \) to the universal \( r \)-quotient factors through the first order principal parts of \( Q \) to give

\[
\begin{array}{cccccc}
0 & \longrightarrow & S & \longrightarrow & V_G & \longrightarrow Q & \longrightarrow & 0 \\
\downarrow \delta & & \downarrow \nu^1_G & & & & \\
0 & \longrightarrow & \Omega_{G/k} \otimes Q & \longrightarrow & \mathbb{P}^1(Q) & \longrightarrow & Q & \longrightarrow & 0
\end{array}
\]

(*)

Let \( df: f^*\Omega_{G/k} \rightarrow \Omega_{X/k} \) be the cotangent map. Pull back (*) to the curve and use the natural map \( f^*\mathbb{P}^1(Q) \rightarrow \mathbb{P}^1(E) \), (A.2.4), to get the commutative diagram

\[
\begin{array}{cccccc}
0 & \longrightarrow & S_E & \longrightarrow & V_X & \phi \longrightarrow E & \longrightarrow & 0 \\
\downarrow f^*\delta & & \downarrow f^*\nu^1_G & & & & \\
0 & \longrightarrow & f^*\Omega_{G/k} \otimes E & \longrightarrow & f^*\mathbb{P}^1(Q) & \longrightarrow & E & \longrightarrow & 0 \\
\downarrow df \otimes \text{id} & & & & & & \\
0 & \longrightarrow & \Omega_{X/k} \otimes E & \longrightarrow & \mathbb{P}^1(E) & \longrightarrow & E & \longrightarrow & 0
\end{array}
\]

The composite of the middle vertical maps is the Taylor series map \( \nu^1 \); so it suffices to show that the composite of the vertical maps on the left is \( \partial \). We see this by noting the connection between \( \delta \) and the standard identification: \( T_G \cong \mathcal{H}om(S, Q) \). Tensoring the map \( \delta \) of (*) by \( Q^* \) induces a map \( \alpha: S \otimes Q^* \rightarrow \Omega_{G/k} \) which one may check, using local coordinates, is an isomorphism. The dual of \( \alpha \) is the standard identification. \( \square \)

Applying the snake lemma to (2.2) gives

Corollary 2.3. Derived bundles can be calculated from the Taylor series map, \( \nu^1: V_X \rightarrow \mathbb{P}^1(E) \):

(1) \( \text{cok}(\partial) = \text{cok}(\nu^1) \);
(2) \( E_1 = (\text{cok}(\nu^1) \otimes \Omega_{X/k}^{-1}) / \text{torsion} \);
(3) \( \text{tor}_1(\phi) \) is the torsion subsheaf of \( \text{cok}(\nu^1) \);
(4) \( \text{drk}_1(\phi) = \text{rk}(\text{im} \nu^1) - \text{rk} \ E \).

Hence, the first torsion sheaf of \( \phi \) measures where \( \nu^1 \) drops rank.
**Remark 2.4.** The map $\delta: S \to \Omega_{G/k} \otimes Q$ introduced in the proof of Proposition 2.1 is called the second fundamental form homomorphism. It differs by a factor of $-1$ from the second fundamental form of [AK]. As part of the proof of Proposition 2.1, we showed that $\partial$ may be described as the pullback via $f$ of the second fundamental form on $G$, composed with $df \otimes 1$ where $df: f^*\Omega_{G/k} \to \Omega_{X/k}$ is the cotangent map.

**Local Description of $\partial$.** We now use Proposition 2.1 to give a description of $\partial$ in local coordinates. Looking locally, we may assume $X = \text{Spec} A$ and identify $V_X$ with $A^\otimes n$ (choosing a basis for $V$), $E$ with $A^\otimes r$, and $S_E$ with $A^\otimes m-r$. The map $\phi$ becomes the matrix $M = (a_{ij})$ whose rows will be denoted by $v_i$ for $i = 1, \ldots, r$. Let $L = (b_{ij})$ be the inclusion $S_E \to V_X$ and denote its columns by $w_i$ for $i = 1, \ldots, n-r$. Recall the standard derivation, $d: A \to \Omega_{A/k}$. We may assume that $\Omega_{A/k}$ is trivial with generator $dz$. For $a \in A$, define $a'$ by the equation

$$da = a' \, dz$$

Define $v'_i = (a'_i, \ldots, a'_{in})$. Finally, identifying $P^1(E)$ with $(A^{\otimes r})^{\otimes 2} \cong A^{\otimes 2r}$ as in (A.4), diagram (2.2) becomes

$$
\begin{array}{ccc}
0 & \longrightarrow & A^{\otimes n-r} \begin{bmatrix} w_1 & \cdots & w_{n-r} \end{bmatrix} \\
& \downarrow_{\partial = (v'_i, w_j)} & \downarrow \\
0 & \longrightarrow & A^{\otimes r} \begin{bmatrix} v_1 \\ \vdots \\ v_r \\ v'_r \\ \vdots \\ v'_r \end{bmatrix} \begin{bmatrix} 0 \\ \vdots \\ I_r \\ \vdots \\ I_r \end{bmatrix} \\
& & \begin{bmatrix} 0 \\ \vdots \\ I_r \\ \vdots \\ I_r \end{bmatrix} \\
& & \longrightarrow \quad A^{\otimes r} \longrightarrow 0
\end{array}
$$

(2.5)

where $I_r$ is the $r \times r$ identity matrix. For details, see (A.4) and (A.6.4.3). Since $v_i \cdot w_j = 0$, the following “dual” description comes from the product rule:

$$\partial = (v'_i \cdot w_j) = (-v_i \cdot w'_j)$$

(2.6)

where $w'_j = (b'_1 \cdots b'_{n_j})$.

For a “more local” description of $\partial$, take $A$ to be the local ring at some point $x \in X$ with local parameter $z$. The completion of $A$ is then isomorphic to the power series ring $k[[z]]$, and the inclusion of $A$ into its completion allows us to view the $v_i$’s and $w_j$’s as functions of $z$. The derivatives we must take are then just ordinary derivatives of power series. Finally, looking in the fiber at $x$, we get a nice interpretation of $\partial$. Consider the parametrized family of $(n-r)$-dimensional subspaces of $V$:

$$\Lambda(z) = \text{span} \{w_1(z), \ldots, w_{n-r}(z)\}$$

In the fiber at $x$,

$$\begin{align*}
\partial: \Lambda(0) & \to V/\Lambda(0) \\
\sum \alpha_i w_i(0) & \mapsto \sum \alpha_i w'_i(0)
\end{align*}$$

(2.7)
Dually, using (2.6), take the parametrized family of \( r \)-dimensional subspaces of \( V^* \)

\[
\Upsilon(z) = \text{span} \{ v_1(z), \ldots, v_r(z) \}
\]

and in the fiber at \( x \),

\[
(2.8) \quad \partial: \Upsilon(0) \rightarrow V^*/\Upsilon(0) \quad \sum \alpha_i v_i(0) \mapsto \sum \alpha_i v_i'(0)
\]

This agrees with [GH2, p. 384, 2.1]. At most points, the rank of this map is the differential rank of \( \phi \). At special points, the rank may drop, and this is measured by the torsion sheaf.

3. Functorial Properties of Derived Bundles

We consider two types of functorial properties of derived bundles: one coming from maps between bundles, and the other from maps between curves. As an application, the latter can be used to show that the associated maps, (3.4), are birational.

**Proposition 3.1.** Let \( V, W \) be \( k \)-vector spaces and \( E, F \) be vector bundles on \( X \). Suppose there is a commutative diagram

\[
\begin{array}{ccc}
V_X & \xrightarrow{\ell} & W_X \\
\phi \downarrow & & \downarrow \psi \\
E & \xrightarrow{f} & F \\
\end{array}
\]

where the vertical maps are surjective. Then there are maps between derived bundles \( f_i : E_i \rightarrow F_i \) such that

\[
\begin{array}{ccc}
V_X & \xrightarrow{\ell} & W_X \\
\phi_{i-1} \downarrow & & \downarrow \psi_{i-1} \\
E_{i-1} & \xrightarrow{f_{i-1}} & F_{i-1} \\
\end{array}
\]

\[
\begin{array}{ccc}
E_i & \xrightarrow{f_i} & F_i \\
\downarrow & & \downarrow \\
& & \\
\end{array}
\]

commutes for \( i \geq 1 \). (The vertical maps are the natural ones. Define \( E_0 = E, F_0 = F, f_0 = f, \phi_0 = \phi \) and \( \psi_0 = \psi \).) There are also maps between torsion sheaves:

\[
g_i : \text{tor}_i(\phi) \rightarrow \text{tor}_i(\psi)
\]

(1) If \( f \) is surjective, so are the \( f_i \). In this case, for all \( i \geq 1 \),

\[
\text{rk } E - \text{rk } F \geq \sum_{j=1}^{i} (\text{drk}_j(\phi) - \text{drk}_j(\psi))
\]

(2) If \( f \) is an isomorphism and \( \ell \) is surjective, then the \( f_i \) and \( g_i \) are isomorphisms;
Proof. The proof is a straightforward diagram-chase using (2.2) and the functoriality of principal parts bundles and Taylor series maps (Appendix A). □

Corollary 3.1.1. With the notation of Proposition 3.1, if drk₁φ = rk E and f is surjective, then drk₁ψ = rk F.

Proof. This follows immediately from (1). The hypotheses imply that E₁ = 0 and f₁ is surjective. Thus, F₁ = 0 and the result follows. □

Proposition 3.2. Let Y be a nonsingular projective curve over k, E a bundle on Y, and φ_Y: V_Y → E any surjection with V a k-vector space, as usual. Let f: X → Y be a finite, separable morphism with X a nonsingular projective curve over k. Pulling φ_Y back via f gives φ_X: V_X → f*E, and we may consider its derived bundles (f*E)_i.

(1) f*(E_i) ≅ (f*E)_i (as quotients of V_X);
(2) length(tor_i(φ_Y)) = length(f* tor_i(φ_Y)) + drk_i(φ_Y) length(Ω_X/Y).

Proof. Since E_i = (E_{i-1})_1, it suffices to show (1) for the case i = 1. We can show (1) using local coordinates, but it is easier to use the duality theorem, (7.1). On Y, there is the exact sequence, (1.4),

(*) \[ 0 \to S_E \to V_Y \to E \to 0 \]

Consider diagram (2.2) for the dual of this sequence:

\[
\begin{array}{cccccc}
0 & \longrightarrow & E^* & \phi_Y^* & V_Y^* & \psi_Y^* & S_E^* & \longrightarrow & 0 \\
\downarrow \partial_{\psi_Y} & & \downarrow \nu^1 & & \downarrow & & \downarrow & \\
0 & \longrightarrow & \Omega_{Y/k} \otimes S_E^* & P^1(S_E^*) & \longrightarrow & S_E^* & \longrightarrow & 0
\end{array}
\]

Corollary 7.1.3 of the duality theorem says that

\[ \ker \partial_{\psi_Y} = (E_1)^* \]

Pulling back (*) to X gives the exact sequence

(†) \[ 0 \to f^* S_E \to V_X \to f^* E \to 0 \]

Consider (2.2) for the dual of this sequence:

\[
\begin{array}{cccccc}
0 & \longrightarrow & f^* E^* & \phi_X^* & V_X^* & \psi_X^* & f^* S_E^* & \longrightarrow & 0 \\
\downarrow \partial_{\psi_X} & & \downarrow \nu^1 & & \downarrow & & \downarrow & \\
0 & \longrightarrow & \Omega_{X/k} \otimes f^* S_E^* & P^1(f^* S_E^*) & \longrightarrow & f^* S_E^* & \longrightarrow & 0
\end{array}
\]

Corollary 7.1.3 says that

\[ \ker \partial_{\psi_X} = ((f^* E)_1)^* \]

Thus, we need to show that (f^* ker \partial_{\psi_Y})^* ≅ (ker \partial_{\psi_X})^* as quotients of V_X.
There is a natural map, \( f^* \mathbb{P}^1(S_E^*) \to \mathbb{P}^1(f^* S_E^*) \), (A.2.4). By Proposition A.3.4 and (A.6.3.5), it induces a map from the pullback of (**) via \( f \) to \( (\dagger) \). In particular, there is a commutative diagram

\[
\begin{array}{c}
\text{f}^* \ker \partial_{\psi_Y} & \rightarrow & \text{f}^* E^* & \rightarrow & \text{f}^* \Omega_{Y/k} \otimes \text{f}^* S_E^* \\
\downarrow & & \downarrow & & \downarrow \text{df} \otimes 1 \\
\ker \partial_{\psi_X} & \rightarrow & \text{f}^* E^* & \rightarrow & \Omega_{X/k} \otimes \text{f}^* S_E^*
\end{array}
\]

Since \( f \) is separable, the cotangent map \( \text{df} \): \( f^* \Omega_{Y/k} \rightarrow \Omega_{X/k} \) is injective, ([H, p. 300]). Further, \( f \) is flat, ([H, p. 299]), hence \( f^* \ker \partial_{\psi_Y} = \ker f^* \partial_{\psi_Y} \). Therefore, it follows from the snake lemma that the left-most vertical map is an isomorphism compatible with the natural maps to \( V_x^* \). Taking duals gives (1).

To prove (2), we proceed as in the proof of (1) but without taking duals. Again, it suffices to prove the result for \( i = 1 \). We have diagram (2.2) and its counterpart on \( X \):

\[
\begin{array}{c}
0 \rightarrow & \text{f}^* S_E & \rightarrow & V_X & \rightarrow & \text{f}^* E & \rightarrow & 0 \\
\downarrow \partial_X & & \downarrow \nu^1 & & \downarrow \nu^1 & & \downarrow \nu^1 & & \downarrow \nu^1 \\
0 \rightarrow & \Omega_{X/k} \otimes f^* E & \rightarrow & \mathbb{P}^1(f^* E) & \rightarrow & f^* E & \rightarrow & 0 \\
\end{array}
\]

As before, (A.3.4) and (A.6.3.5) give a map of commutative diagrams (2.2) \( \rightarrow (\oplus) \). In particular, there is a commutative diagram

\[
\begin{array}{c}
\text{f}^* S_E & \rightarrow & \text{f}^* \Omega_{Y/k} \otimes \text{f}^* E \\
\downarrow \partial_{\psi_Y} & & \downarrow \partial_{\psi_Y} \\
\text{f}^* S_E & \rightarrow & \Omega_{X/k} \otimes \text{f}^* E
\end{array}
\]

From this, we get the commutative diagram with exact rows

\[
\begin{array}{c}
0 \rightarrow & f^* \text{im} \partial_{\psi_Y} & \rightarrow & f^* \Omega_{Y/k} \otimes f^* E & \rightarrow & f^* \text{cok} \partial_{\psi_Y} & \rightarrow & 0 \\
\downarrow & & \downarrow \partial_{\psi_Y} & & \downarrow \partial_{\psi_Y} & & \downarrow \partial_{\psi_Y} \\
0 \rightarrow & \text{im} \partial_{\psi_X} & \rightarrow & \Omega_{X/k} \otimes f^* E & \rightarrow & \text{cok} \partial_{\psi_X} & \rightarrow & 0
\end{array}
\]

where the left vertical map is surjective. Since \( \text{df} \) is injective with cokernel \( \Omega_{X/Y} \), the snake lemma shows there is an exact sequence

\[
0 \rightarrow f^* \text{cok} \partial_{\psi_X} \rightarrow \text{cok} \partial_{\psi_Y} \rightarrow \Omega_{X/Y} \otimes f^* E \rightarrow 0
\]

Finally, we consider the torsion sheaves in the commutative diagram with exact rows

\[
\begin{array}{c}
0 \rightarrow & f^* \text{tor}_1 \phi_Y & \rightarrow & f^* \text{cok} \partial_{\psi_Y} & \rightarrow & f^* \Omega_{Y/k} \otimes f^*(E_1) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 \rightarrow & \text{tor}_1 \phi_X & \rightarrow & \text{cok} \partial_{\psi_X} & \rightarrow & \Omega_{X/k} \otimes (f^* E)_1 & \rightarrow & 0
\end{array}
\]

(2) follows by applying the snake lemma to this diagram and taking degrees. \( \square \)
**Example 3.2.1.** If $E = G^t(L)$ for a line bundle $L$ as in (B.2), then Proposition 3.2 and Theorem 8.1.1 recover Proposition B.3.6 which shows how the inflectional behavior for curves in projective space changes under covering maps.

### 3.3. Birationality of Associated Maps

Let $f : X \rightarrow \mathbb{P}(V)$ be a map of a smooth projective curve, birational to its image. Recall the $t$-th associated map,

$$f_t : X \rightarrow G_t \mathbb{P}(V)$$

$$x \mapsto \text{Osc}_x^t(f)$$

sending a point to its osculating space of order $t$, (for definitions, cf. B.4).

**Proposition 3.3.1.** Suppose that the image of $f$ is not contained in a hyperplane. Let $t < m$, and assume that the characteristic of $k$ is zero or greater than $t$ and the degree of the $t$-th osculating bundle for $f$, (B.2). Then the $t$-th associated map, $f_t$, is birational to its image.

**Proof.** Let $f$ be determined by the surjection

$$\phi : V_X \rightarrow L$$

The $t$-th associated map corresponds to the surjection

$$(*) \quad \mu^t : V_X \rightarrow G^t(L)$$

(cf. B.4.2.4). The idea of the proof is that the $t$-th derived bundle of $\mu^t$ turns out to be $L$. Thus, we can recover $f$ from $f_t$.

At least $f_t$ is not constant, for otherwise $f(X)$ would lie in a linear space of dimension $t < m$, which contradicts the definition of $m$. Factor $f_t$ as

$$X \xrightarrow{g} Y \xrightarrow{h} G_t$$

where $Y$ is the normalization of $f_t(X)$. Since $f_t$ is not constant, $g$ is finite, and $\text{deg } g \leq \text{deg } G^t(L)$. Hence, with our assumption on the characteristic, $g$ is also separable; we want to show that it is an isomorphism. The map $h$ corresponds to a surjection

$$V_Y \rightarrow E$$

which pulls back to $(*)$ on $X$. In Proposition 6.3.1, we will show that the $t$-th derived bundle of $G^t(L)$ is $L$. Hence, by Proposition 3.2

$$L = (G^t(L))_t \cong g^*(E_t)$$

as quotients of $V_X$. Therefore, the natural map $V_Y \rightarrow E_t$ determines a map $\tilde{h}$ of $Y$ into projective space factoring $f$:

$$X \xrightarrow{g} Y \xrightarrow{\tilde{h}} \mathbb{P}(V)$$

Since $f$ is birational to its image, $\text{deg } g = 1$. In other words, $X = Y$, as desired. □
4. Characterization of Derived Bundles via Osculating Bundles

This section presents a main result of the paper, Theorem 4.2. It states that the sequence of derived bundles

\[ V_X \xrightarrow{\phi} E \rightarrow E_1 \rightarrow E_2 \rightarrow \ldots \]

lifts through the natural maps from Piene's osculating bundles

\[ V_X \xrightarrow{\phi} E \rightarrow G^1(E_1) \rightarrow G^2(E_2) \rightarrow \ldots \]

This property is used to characterize derived bundles in Theorem 4.6; give a geometric interpretation of the sequence of differential ranks in §5, (Theorem 5.1); and recover a result of Griffiths and Harris describing curves with differential rank one in §6, (Corollary 6.2.2). We also use Theorem 4.2 to see that the sequence of differential ranks decreases, (Corollary 4.3).

Osculating Bundles. The following definition is due to Piene, [P11]:

**Definition 4.1.** The image of the Taylor series map, \( \nu^t_\phi: V_X \rightarrow \mathbb{P}^t(E) \), is called the osculating bundle of order \( t \) for \( \phi \). We denote it by \( G^t(\phi) \) or just \( G^t(E) \) when \( \phi \) is clear from context. (It is a bundle since it is a torsion free sheaf on a smooth curve.) It comes with a natural surjection

\[ \mu^t: V_X \rightarrow G^t(E) \]

The natural surjections, \( \mathbb{P}^t(E) \rightarrow \mathbb{P}^{t-1}(E) \), induce surjections \( G^t(E) \rightarrow G^{t-1}(E) \). (For the definition of the Taylor series map, cf. (A.6); for generalities about osculating bundles, cf. (A.8).)

Locally, we think of \( \phi: V_X \rightarrow E \) as being the one-parameter family of subspaces of \( V^* \) spanned by the rows of \( \phi \), and we think of \( \mu^t: V_X \rightarrow G^t(E) \) as being the 1-parameter family of subspaces of \( V^* \) spanned (at a generic point of \( X \)) by the rows of \( \phi \) and their derivatives up to order \( t \), (A.6.4).

The immediate connection between osculating bundles and derived bundles is clear from (2.3) which states that

\[ \cok \partial = \cok(\nu^1) = \cok(G^1(E) \rightarrow \mathbb{P}^1(E)) \]

and hence

\[ E_1 = \left( \cok(G^1(E) \rightarrow \mathbb{P}^1(E)) \otimes \Omega^{-1}_{X/k} \right) / \text{torsion} \]

Characterization of Derived Bundles. The next theorem will show that the map \( E \rightarrow E_i \) factors through the natural surjection \( G^t(E_i) \rightarrow E_i \). Roughly, if we think of \( \phi_i: V_X \rightarrow E_i \) and \( \phi: V_X \rightarrow E \) as parametrized families of subspaces of \( V^* \) spanned by the rows of \( \phi_i \) and \( \phi \), respectively, the next theorem says that each subspace in the family \( V_X \rightarrow E \) contains a subspace spanned by the rows of \( \phi_i \) and their derivatives up to order \( i \). Theorem 4.6 shows that this property characterizes derived bundles.
**Theorem 4.2.** Assume the characteristic of \( k \) is 0 or greater than \( i + 1 \). Then there are surjections \( G^i(E_j) \to G^{i+1}(E_{j+1}) \) compatible with the natural maps from \( V_X \) and compatible with the natural surjections to lower order osculating bundles, i.e., so that the following diagram commutes

\[
\begin{array}{ccc}
G^i(E_j) & \longrightarrow & G^{i+1}(E_{j+1}) \\
\downarrow & & \downarrow \\
G^{i-1}(E_j) & \longrightarrow & G^i(E_{j+1})
\end{array}
\]

In particular, there are maps

\[
V_X \to E \to G^1(E_1) \to G^2(E_2) \to \cdots
\]

compatible with the natural surjections from \( V_X \) and to the \( E_i \)'s. These maps are functorial in \( E_i \), (3.1).

**Proof.** For ease of notation, we will construct the maps for \( E \) and \( E_1 \), but the same argument works for \( E_j \) and \( E_{j+1} \). Let \( \pi: E \to E_1 \) be the natural surjection.

Consider the commutative diagrams, (2.2),

\[
\begin{array}{ccc}
0 & \longrightarrow & S_E \\
\downarrow & & \downarrow \phi \\
V_X & \longrightarrow & E \\
\phi & & \longrightarrow & 0
\end{array}
\]

\( (*) \)

and

\[
\begin{array}{ccc}
0 & \longrightarrow & \Omega_{X/k} \otimes E \\
\downarrow & & \downarrow \nu_{\phi}^1 \\
P^1(E) & \longrightarrow & E \\
\longrightarrow & & \longrightarrow 0
\end{array}
\]

\( (**) \)

By (A.6.3.4.2), the natural map \( \pi: E \to E_1 \) induces a map of commutative diagrams \( (*) \to (**) \) which we think of as a 3-dimensional commutative diagram. As part of this diagram, we have the maps

\[
S_E \to \Omega_{X/k} \otimes E \xrightarrow{1 \otimes \pi} \Omega_{X/k} \otimes E_1
\]

\( (***) \)

The composite is zero since, by definition of \( \pi \), the natural surjection

\[
\Omega_{X/k} \otimes E \to \text{cok}(\partial)/\text{torsion} = \Omega_{X/k} \otimes E_1
\]

is \( 1 \otimes \pi \).

Now consider the maps

\[
\begin{array}{ccc}
0 & \longrightarrow & S_E \\
\longrightarrow & \downarrow & \longrightarrow \\
V_X & \longrightarrow & E \\
\phi & & \longrightarrow & 0
\end{array}
\]

\( (\dagger) \)

\[
V_X \xrightarrow{\nu_{\phi_1}^1} P^1(E_1)
\]
Chasing the diagram $(\star) \rightarrow (\star \star)$ and using the fact that the composite $(\star \star \star)$ is zero gives that the induced map $S_E \rightarrow \mathbb{P}^1(E_1)$ is zero. Thus there is an induced vertical map in $(\dagger)$, $E \rightarrow \mathbb{P}^1(E_1)$. This map factors through the image of $\nu_{\phi_1}$ to give the surjection

$$E \rightarrow G^1(E_1)$$

Applying the functor $G^1(\cdot)$ and using the isomorphism of (A.8.3) yields the surjections

$$G^1(E) \rightarrow G^1(G^1(E_1)) \cong G^2(E_1)$$

Applying $G^1(\cdot)$ and (A.8.3) repeatedly gives the desired maps

$$G^i(E) \rightarrow G^{i+1}(E_1)$$

The compatibility requirements follow from those in (A.8.2) and (A.8.3). Functoriality in $E$ comes from the functoriality of the maps in $(\star)$ and $(\star \star)$—which was already used to construct the map $(\star) \rightarrow (\star \star)$—and of the maps in (A.8.3). The restriction on the characteristic comes from (A.8.3). \hfill \square

Of course, $\text{rk}(E_i) \geq \text{rk}(E_{i+1})$ since $E_i \rightarrow E_{i+1}$, but the differences in these ranks also decrease:

**Corollary 4.3.** The differential ranks decrease, i.e., $\text{drk}_i \phi \geq \text{drk}_{i+1} \phi$. (Note that there is no condition on the characteristic of $k$.)

**Proof.** Proposition 4.2 shows that $E_{i-1} \rightarrow G^1(E_i)$. Thus,

$$\text{rk } E_{i-1} \geq \text{rk } G^1(E_i)$$

$$= \text{rk } \mathbb{P}^1(E_i) - \text{rk } E_{i+1} \quad (2.3)$$

$$= 2 \text{rk } E_i - \text{rk } E_{i+1} \implies$$

$$\text{drk}_i \phi = \text{rk } E_{i-1} - \text{rk } E_i \geq \text{rk } E_i - \text{rk } E_{i+1} = \text{drk}_{i+1} \phi \quad \square$$

The following proposition is a useful technical tool:

**Proposition 4.4.** Consider $G^i(E)_1$, the first derived bundle of $\mu^i: V_X \rightarrow G^1(E)$.

1. The surjection $G^i(E) \rightarrow G^{i-1}(E)$ factors through the natural map $G^i(E) \rightarrow G^i(E)_1$ to give surjections

$$G^i(E) \rightarrow G^i(E)_1 \rightarrow G^{i-1}(E)$$

These maps are compatible with the natural surjections to lower order osculating bundles; i.e., the following diagram commutes

$$\begin{array}{ccc}
G^i(E) & \longrightarrow & G^i(E)_1 \\
\downarrow & & \downarrow \\
G^{i-1}(E) & \longrightarrow & G^{i-1}(E)_1 \\
\end{array}$$

$$\rightarrow G^{i-2}(E)$$

2. $G^1(E) \cong G^1(G^1(E)_1)$;

3. $G^1(E_1)_1 \cong E_1$. 
All these maps are compatible with the surjections from $V_X$. (1) and (2) are functorial in $E$ and hold with $E_j$, $j \geq 0$, in place of $E$. (3) is functorial in $E_1$ and holds with $E_j$, $j \geq 1$, in place of $E_1$.

Proof. Consider the commutative diagrams, (2.2),

\[
\begin{array}{cccccc}
0 & \longrightarrow & \ker \mu^i & \longrightarrow & V_X & \longrightarrow & 0 \\
\downarrow \partial_{\mu^i} & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & \Omega_{X/k} \otimes G^i(E) & \longrightarrow & \text{P}^1(G^i(E)) & \longrightarrow & \text{G}^i(E) & \longrightarrow & 0
\end{array}
\]

and

\[
\begin{array}{cccccc}
0 & \longrightarrow & \ker \mu^{i-1} & \longrightarrow & V_X & \longrightarrow & \text{G}^{i-1}(E) & \longrightarrow & 0 \\
\downarrow \partial_{\mu^{i-1}} & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & \Omega_{X/k} \otimes G^{i-1}(E) & \longrightarrow & \text{P}^1(G^{i-1}(E)) & \longrightarrow & \text{G}^{i-1}(E) & \longrightarrow & 0
\end{array}
\]

The natural surjection $\pi: \text{G}^i(E) \to \text{G}^{i-1}(E)$ induces a map of commutative diagrams $(\ast) \to (\ast\ast)$, (A.6.3.4.2). In particular, there are commutative diagrams

\[
\begin{array}{cccccc}
\ker \mu^i & \longrightarrow & \ker \mu^{i-1} \\
\downarrow \partial_{\mu^i} & & \downarrow \partial_{\mu^{i-1}} \\
\Omega_{X/k} \otimes G^i(E) & \longrightarrow & \Omega_{X/k} \otimes G^{i-1}(E)
\end{array}
\]

and

\[
\begin{array}{cccccc}
\text{P}^1(G^i(E)) & \longrightarrow & \text{G}^i(E) \\
\downarrow & & \downarrow \pi \\
\text{P}^1(G^{i-1}(E)) & \longrightarrow & \text{G}^{i-1}(E)
\end{array}
\]

However, considering the natural maps from $V_X$ shows that $\pi$ factors through $\text{P}^1(G^{i-1}(E))$ in $(\dagger)$. Chasing the diagram $(\ast) \to (\ast\ast)$ then shows that $(1 \otimes \pi) \circ \partial_{\mu^i} = 0$ in $(\dagger)$. Therefore, there is an induced map $\text{cok}(\partial_{\mu^i}) \to \Omega_{X/k} \otimes G^{i-1}(E)$. Modding out by torsion and tensoring by $\Omega_{X/k}^{-1}$ gives

\[
\text{G}^i(E) \to \text{G}^i(E)_1 \to \text{G}^{i-1}(E)
\]

compatible with the natural maps from $V_X$. In the diagram

\[
\begin{array}{cccccc}
\text{G}^i(E) & \longrightarrow & \text{G}^i(E)_1 & \longrightarrow & \text{G}^{i-1}(E) \\
\downarrow & & \downarrow & & \downarrow \\
\text{G}^{i-1}(E) & \longrightarrow & \text{G}^{i-1}(E)_1 & \longrightarrow & \text{G}^{i-2}(E)
\end{array}
\]
the outer square clearly commutes. The middle vertical map comes from (3.1); thus, the left square commutes. Since the horizontal arrows are surjections, this means the whole diagram commutes. This proves (1). Since (*) and (**) are functorial in $E$, (A.6.3.4.2), so are the maps we have constructed.

To prove (2), apply $G^i(\cdot)$ to (1) with $i = 1$ to get $G^1(G^1(E)_1) \to G^1(E)$. However, by Proposition 4.2 we get a map in the opposite direction: $G^1(E) \to G^1(G^1(E)_1)$. Comparing ranks shows that the two maps must be isomorphisms. (A surjective map of bundles of the same rank must be an isomorphism.) Functoriality in $E$ follows from the corresponding property in (1) or in (4.2).

Proposition 4.2 says that $E \to G^1(E_1)$. Applying Proposition 3.1 gives $E_1 \to G^1(E_1)_1$. To prove (3), use (1) with $i = 1$ and with $E_1$ in place of $E$ to get $G^1(E_1)_1 \to E_1$. The result follows by comparing ranks as in the previous paragraph. Functoriality also follows as above.

Finally, replacing $E$ or $E_1$ by $E_j$ as in the statement of the proposition does not change the argument we have just given. □

**Corollary 4.5.** Assume the characteristic of $k$ is zero or greater than $i$. Then $\text{drk}_1 \mu^{i-1} \geq \text{drk}_1 \mu^i$.

**Proof.** First note that by Proposition A.8.3, $G^i(E) \cong G^1(G^{i-1}(E))$ as quotients of $V_X$. Therefore, by (3.1),

\[(*) \quad \text{drk}_1 \mu^i = \text{drk}_1 G^1(G^{i-1}(E)) \]

Now, replace $E$ by $G^{i-1}(E)$ in (1) of Proposition 4.4 to get $G^1(G^{i-1}(E))_1 \to G^{i-1}(E)$. It follows that,

\[
\begin{align*}
\text{rk } G^{i-1}(E) & \leq \text{rk } G^1(G^{i-1}(E))_1 \\
&= \text{rk } G^1(G^{i-1}(E)) - \text{drk}_1 G^1(G^{i-1}(E)) \\
&= \text{rk } \text{P}^1(G^{i-1}(E)) - \text{rk } G^{i-1}(E)_1 - \text{drk}_1 G^1(G^{i-1}(E)) \\
&= \text{rk } \text{P}^1(G^{i-1}(E)) - \text{rk } G^{i-1}(E)_1 - \text{drk}_1 \mu^i \quad (*) \\
&= 2 \text{rk } G^{i-1}(E) - \text{rk } G^{i-1}(E)_1 - \text{drk}_1 \mu^i \quad \Rightarrow \\
\text{drk}_1 \mu^{i-1} &= \text{rk } G^{i-1}(E) - \text{rk } G^{i-1}(E)_1 \geq \text{drk}_1 \mu^i \quad \square
\end{align*}
\]

**Theorem 4.6.** (Uniqueness of Derived Bundles) Assume the characteristic of $k$ is $0$ or greater than $i$. Let $F$ be a bundle on $X$ with $\text{rk } F = \text{rk } E_i$, and let $V_X \to F$ be any surjection. Suppose there is a commutative diagram

\[
\begin{array}{ccc}
V_X & \xrightarrow{=} & V_X \\
\downarrow & & \downarrow \mu^i \\
E & \xrightarrow{} & G^i(F)
\end{array}
\]

Then $F \cong E_i$ as quotients of $E$.

Moreover, suppose there is a string of surjections

\[V_X \to F^1 \to \cdots \to F^i\]
with each $F^j$ a bundle on $X$ with $\text{rk } F^j = \text{rk } E_j$, and suppose there are commutative diagrams

$$
\begin{array}{ccc}
V_X & \xrightarrow{=} & V_X \\
\downarrow & & \downarrow \\
E & \xrightarrow{\mu^j} & G^j(F^j)
\end{array}
$$

for $j = 1, \ldots, i$; then the induced isomorphisms $f_j; F^j \cong E_j$ are compatible with the natural surjections

$$
F^{j-1} \xrightarrow{f_{j-1}} E_{j-1} \\
\downarrow & \downarrow \\
F^j \xrightarrow{f_j} E_j
$$

Proof. Proposition A.8.3 gives isomorphisms $G^j(F) \cong G^1(G^{j-1}(F))$ for $j = 1, \ldots, i$, (using the assumption on the characteristic of $k$). Combining this with Proposition 4.4, (1), yields

\[ (*) \quad G^j(F)_{1} = G^1(G^{j-1}(F))_{1} \rightarrow G^{j-1}(F) \]

Apply this result along with Proposition 3.1, (2), repeatedly:

\[ E \rightarrow G^i(F) \quad \Longrightarrow \]
\[ E_i \rightarrow G^i(F)_i = (G^i(F)_1)_{i-1} \quad \text{(def. of derived bundles)} \]
\[ \rightarrow G^{i-1}(F)_{i-1} = (G^{i-1}(F)_1)_{i-2} \quad (* \quad) \]
\[ \vdots \]
\[ \rightarrow F \]

This constructs a map $E_i \rightarrow F$ which must be an isomorphism since it is a surjection of bundles of the same rank.

The compatibility statement follows since the maps of (3.1), (4.4, (1)), and (A.8.3) respect the surjections $G^j(F) \rightarrow G^{j-1}(F)$. \hfill \Box

5. Geometric Interpretation of the Sequence of Differential Ranks

The surjections

$$
V_X \xrightarrow{\phi} E \rightarrow G^1(E_1) \rightarrow G^2(E_2) \rightarrow \cdots
$$

of Theorem 4.2 suggest a way of taking local coordinates for $\phi$. Over the complex numbers, using different methods, Griffiths and Harris, [GH2], also present these local coordinates, which they call the “normal form” for a curve in a Grassmannian. We will see how this normal form is determined by the sequence of differential ranks of $\phi$ and show what is “normal” about it.

Diagram (2.2) was used to give an alternate construction of $\partial$. Recall diagram (2.5), expressing (2.2) in local coordinates on an open affine $U = \text{Spec } A$ of $X$. The map $\phi; V_X \rightarrow E'$ becomes a matrix with rows $v_i$ for $i = 1, \ldots, r$. 
Theorem 5.1. (Normal Form for a Curve in a Grassmannian) Suppose there are ℓ elements \( u_1, \ldots, u_\ell \) of \( A^{\oplus n} \) such that

\[
(v_1, \ldots, v_r) = (u_1, u'_1, \ldots, u^{(i_1)}_1, \ldots, u_\ell, u'_\ell, \ldots, u^{(i_\ell)}_\ell)
\]

In other words, the rows of φ consist of the derivatives of the \( u_i \)'s. Then

1. \( \text{drk}_1 \phi \leq \ell \);
2. If \( \text{drk}_1 \phi = \ell \), then all the higher differential ranks are determined by \( i_1, \ldots, i_\ell \):

\[
\text{drk}_m \phi = \# \{ j \mid i_j \geq m - 1 \}
\]

and shrinking \( U \) so that it does not contain points in the support of the torsion sheaves—i.e., excluding a finite number of points—the map \( \phi_j : V_X \to E_j \) restricted to \( U \) can be expressed in local coordinates as a matrix with rows

\[
(u_1, u'_1, \ldots, u^{(i_1-j)}_1, \ldots, u_\ell, u'_\ell, \ldots, u^{(i_\ell-j)}_\ell)
\]

where \( u^{(i_p-j)}_p \) is omitted if \( i_p < j \). (These local forms for the \( \phi_i \)'s are compatible with the surjections \( E_i \to E_{i+1} \) in the natural way.)

3. Suppose that \( E_t = 0 \) for some \( t \), (c.f. Remark 6.1.2). Near any point not in the support of a torsion sheaf, it is possible to take coordinates as above so that \( \text{drk}_1 \phi = \ell \), i.e., so that the conclusion of (2) holds.

Proof. With the \( u_i \)'s as above, \( u_j^{(t)} \cdot w_i = 0 \) for \( t = 0, \ldots, i_j \). So the only rows of \( \partial \) that are possibly nonzero are

\[
 (u^{(i_j+1)}_j \cdot w_1, \ldots, u^{(i_j+1)}_j \cdot w_{n-r}), \quad j = 1, \ldots, \ell
\]

Hence, \( \text{rk}(u'_j \cdot w_j) \leq \ell \). This shows (1).

If \( \text{drk}_1 \phi = \ell \), then the rows displayed in (\ast) must be \( A \)-linearly independent. The map \( E \to E_1 \) is defined by tensoring the composite

\[
\Omega_{X/k} \otimes E \to \text{cok} \partial \to (\text{cok} \partial) / \text{torsion} = \Omega_{X/k} \otimes E_1
\]

by \( \Omega^{-1}_{X/k} \). Thus, by shrinking \( U \) if necessary to exclude the torsion of \( \text{cok} \partial \), the map \( E \to E_1 \) becomes a projection

\[
A^{\oplus r} \to A^{\oplus r-\ell}
\]

onto factors of \( A^{\oplus r} \) corresponding to the rows of zeros in \( \partial \). Hence, there is a commutative diagram
We use the convention that $u_j^{(i_j - 1)}$ is omitted of $i_j = 0$. Let $s$ be the number of $u_i$’s remaining.

The preceding diagram shows the second part of (2) for $j = 1$. The first part of (2) is true by supposition for $m = 1$. For it to be true for $m = 2$, we need to show that $\text{drk}_2 \phi = s$. We first show that the $u_i$’s and their derivatives up to certain orders are linearly independent. By (2.3),

\[ \text{rk} P^1(E) - \text{rk} E_1 = \text{rk}(\text{span}\{v_1, \ldots, v_r, v'_1, \ldots, v'_r\}) \]
\[ = \text{rk}(\text{span}\{u_1, \ldots, u_1^{(i_1 + 1)}, \ldots, u_{\ell}, \ldots, u_{\ell}^{(i_{\ell} + 1)}\}) \]

But

\[ \text{rk} P^1(E) - \text{rk} E_1 = 2 \text{rk} E - (\text{rk} E - \text{drk}_1 \phi) = r + \ell \]

By counting, this implies that $u_1, \ldots, u_1^{(i_1 + 1)}, \ldots, u_\ell, \ldots, u_\ell^{(i_\ell + 1)}$ are independent.

To ease notation, assume $i_1, \ldots, i_s \geq 1$. Use (2.3) again to get

\[ \text{rk} P^1(E_1) - \text{rk} E_2 = \text{rk}(\text{span}\{u_1, \ldots, u_1^{(i_1)}, \ldots, u_s, \ldots, u_s^{(i_s)}\}) \]
\[ = r - \ell + s \]

But $\text{rk} P^1(E_1) = 2 \text{rk} E_1$. Therefore,

\[ \text{drk}_2 \phi = \text{rk} E_1 - \text{rk} E_2 = r - \ell + s - \text{rk} E_1 \]
\[ = r - \ell + s - (r - \ell) \]
\[ = s \]

as required.

Replacing $E = E_0$ by $E_1$ and $E_2$ by $E_1$ in the argument just given shows the first part of (2) for $m = 3$ and the second part for $j = 2$, and so on. Thus, (2) follows by induction.

We will prove (3) by induction on $t$ where $t$ is the smallest integer such that $E_{t+1} = 0$. The case $t = 0$ is true trivially. Assume the result true for $t = k - 1$, and suppose $E_{k+1}$ is the last nonzero derived bundle. Let $s = \text{drk}_2 \phi = \text{drk}_1 \phi_1$ and $r_1 = \text{rk} E_1$, and apply the induction hypothesis to $\phi_1: X \to E_1$. Thus, we can choose local coordinates so that $\phi_1$ has the form

\[ \phi_1 = M_1 = [u_1, \ldots, u_1^{(i_1)}], \ldots, u_s, \ldots, u_s^{(i_s)}]^{\text{transpose}} \]

We will use the surjections $V_X \to E \to G^1(E_1)$ of Theorem 4.2 to choose local coordinates for $\phi$. First, we describe $\mu^1: X \to G^1(E_1)$ in local coordinates. By shrinking $U$, we can write $\nu^1: X \to P^1(E_1)$ as a block matrix

\[ (*) \quad A \otimes m \begin{bmatrix} M_1 \\ M_1' \end{bmatrix} \to A \otimes 2r_1 \]

where $M_1'$ is the matrix whose entries are the derivatives of those of $M_1$, (A.6.4.4). The bundle $G^1(E_1)$ is defined to be the image of this map. By shrinking $U$ more
if necessary—to avoid the support of the torsion sheaf—we may assume \( G^1(E_1) \) is a subbundle of \( \mathbb{P}^1(E_1) \), i.e., the quotient is a bundle. Therefore, we can take coordinates so that the rows of \( \mu^1 \) consist of those rows of \((**')\) that are not clearly linearly dependent, namely,

\[
[u_1, \ldots, u_1^{(i_1+1)}, \ldots, u_s, \ldots, u_s^{(i_s+1)}]^{\text{transpose}}
\]

Counting shows these rows must be linearly independent; the number of rows listed equals the rank of \( G^1(E_1) \):

\[
\text{rk} \mathbb{P}^1(E_1) - \text{rk} G^1(E_1) = \text{rk} E_2 = r_1 - s \implies r_1 + s = \text{rk} G^1(E_1)
\]

By Theorem 4.2, the surjection from \( E \) to \( E_1 \) factors to give \( \pi : E \to G^1(E_1) \). Shrinking \( U \), trivialize \( E \) so that \( \pi \) is just projection onto the first factors; then, locally, there is a commutative diagram

\[
\begin{array}{ccc}
V_X & \xrightarrow{\phi} & E \\
\| & & \downarrow \pi = \begin{bmatrix} I_{r_1+s} & \vdots & 0 \end{bmatrix}
\end{array}
\]

\[
V_X \xrightarrow{\mu} G^1(E_1)
\]

Therefore, \( \phi \) has the form

\[
[u_1, \ldots, u_1^{(i_1+1)}, \ldots, u_s, \ldots, u_s^{(i_s+1)}, u_{s+1}, \ldots, u_{r-r_1}]^{\text{transpose}}
\]

for some \( u_j, j = s+1, \ldots, r-r_1 \). Since \( r-r_1 = \text{drk}_1 \phi \), \( \phi \) has the desired form. \( \square \)

**Remark 5.2.** The key step of the induction argument establishing (3) of the theorem was to use the map \( E \to G^1(E_1) \) of Theorem 4.2 to choose local coordinates for \( E \), having already chosen them for \( E_1 \). Therefore, we regard the maps of Theorem 4.2

\[
V_X \xrightarrow{\phi} E \to G^1(E_1) \to G^2(E_2) \to \ldots
\]

as the global expression of the normal form for a curve in a Grassmannian.

**Example 5.3.** In light of (2) of the theorem, we might say that taking derived bundles, “chops off” highest order derivatives. Suppose that the map \( \phi \) has differential rank four, given in local coordinates (away from the torsion sheaf) by

\[
\phi = [u_1, u_1', u_1'', u_1''', u_2, u_2', u_2'', u_3, u_3', u_3'', u_4, u_4']^{\text{transpose}}
\]

Then \( \phi_1 \) comes from decreasing the orders of the derivatives each by one:

\[
\phi_1 = [u_1, u_1', u_1'', u_2, u_2', u_2'', u_3, u_3', u_4]^{\text{transpose}}
\]

and the second differential rank is also four. Repeat to get

\[
\phi_2 = [u_1, u_1']^{\text{transpose}}
\]

The third differential rank is two. Finally,

\[
\phi_3 = [u_1]
\]

The fourth differential rank is one, and all higher differential ranks are zero. If the local description of the original \( \phi \) also included a constant vector, \( v_5 \), then \( u_5 \) would appear in each of the local descriptions of the \( \phi_i \)’s; the differential ranks would not change, (6.1.2).
Example 5.4. Let \( f : \mathbb{C} \rightarrow G(\mathbb{C}^4, 3) \) be determined by the map

\[
\phi_z: \mathbb{C}^4 \rightarrow \mathbb{C}_3
\]

\[
\begin{bmatrix}
1 & z & z^2 & z^3 \\
0 & 1 & z^2 & z \\
0 & 0 & 1 & z
\end{bmatrix}
\]

In other words, our map \( \phi : V_{\mathbb{C}} \rightarrow E \) is a map of trivial bundles and has the above form in the fiber at \( z \in \mathbb{C} \). Since the kernel of \( \phi \) has rank one, the differential rank of \( f \) must be one. In fact, for \( z \) away from the torsion (the third torsion sheaf is supported at two points), the rows of \( \phi_z \) span the same space as the following vector and its first two derivatives

\[
(3z, -1 + 6z^2, 1 - 3z^2 + 6z^4, z^3 + 3z^5)
\]

6. Curves with Differential Rank One

One of the original motivations for this paper was to use Piene’s osculating bundles to show that curves of differential rank one are cones over associated maps. This fact was originally observed by Griffiths and Harris, [GH2], using analytic methods. The result appears as a corollary to Theorem 6.2.1.

We then calculate the derived bundles of the osculating bundles for a curve in projective space. This calculation allows us to show that the associated maps are birational, (3.3), and to recover Piene’s duality theorem for curves in projective space from our duality theorem for curves in Grassmannians, (§7).

The section begins by showing how to form cones over curves in Grassmannians. Forming a cone does not affect the differential ranks or torsion sheaves of the original curve. The map, \( f \), is cone over a curve in a smaller Grassmannian if its derived bundles are not eventually zero.

6.1. Cones. Let \( f : X \rightarrow G(V, r) \) and \( \phi: V_X \rightarrow E \) be as usual, and let \( W \) be a vector space over \( k \) of dimension \( m \). The cone over \( f \) with vertex \( W \) is the map

\[
C_W(f): X \rightarrow G(V \oplus W, r + m)
\]

\[
x \mapsto f(x) \oplus W
\]

It corresponds to the surjection

\[
C(W, \phi): V_X \oplus W_X \xrightarrow{\phi \oplus \text{id}} E \oplus W_X
\]

Forming a cone does not change differential ranks or torsion sheaves.

Proposition 6.1.1. The \( i \)-th derived bundle of the cone, \( C(W, \phi) \), is the direct sum of \( W_X \) and the \( i \)-th derived bundle of the original map, \( \phi \),

\[
(E \oplus W_X)_i \cong E_i \oplus W_X
\]
These isomorphisms are compatible with the natural surjections between derived bundles. In particular, \( \text{drk}_i C(W, \phi) = \text{drk}_i \phi \) and \( \text{tor}_i C(W, \phi) = \text{tor}_i \phi \) for all \( i \).

**Proof.** Since the Taylor series map and the natural surjections between principal parts bundles respect direct sums (A.1.3, A.6.3.1), diagram (2.2) becomes

\[
\begin{array}{cccc}
0 & \rightarrow & S_E \oplus 0 & \rightarrow \\
& & \downarrow \varphi = \varphi \oplus \varphi, & \\
& & \downarrow \nu_i \oplus \nu_i, & \\
0 & \rightarrow & (\Omega_{X/k} \otimes E) \oplus (\Omega_{X/k} \otimes W_X) & \rightarrow P^1(E) \oplus P^1(W_X) \rightarrow E \oplus W_X \rightarrow 0
\end{array}
\]

Hence, \( \text{cok} \varphi = \text{cok} \varphi \oplus \text{cok} \varphi \oplus (\Omega_{X/k} \otimes W_X) \). Therefore, the torsion of \( \text{cok} \varphi \) is the same as the torsion of \( \text{cok} \varphi \), and the first derived bundle of \( C(W, \phi) \) is

\[
(\text{cok} \varphi) \otimes \Omega_{X/k}^{-1} \cong E_1 \oplus W_X
\]

as claimed. Replacing \( E \) by \( E_1, E_1 \) by \( E_2 \), etc., shows that the \( i \)-th derived bundle of \( C(W, \phi) \) is as claimed. The statement about differential ranks then follows directly from the definitions

\[
\text{drk}_i C(W, \phi) = \text{rk}(E \oplus W_X)_{i-1} - \text{rk}(E \oplus W_X)_i = \text{rk} E_{i-1} - \text{rk} E_i = \text{drk}_i \phi
\]

The compatibility statement follows from the corresponding one for diagram (2.2) by (A.6.3.4.2). \( \square \)

**Remark 6.1.2.** (Removing Trivial Factors) Consider the sequence of derived bundles

\[
V_X \xrightarrow{\phi} E \rightarrow E_1 \rightarrow E_2 \rightarrow \ldots
\]

Since these maps are surjections and \( E \) has finite rank, eventually \( E_k = E_{k+j} \) for \( j \geq 0 \). In this case, \( \text{drk}_{k+j} \phi = \text{rk} E_k - \text{rk} E_{k+1} = 0 \). In other words, \( \text{drk}_1 \phi_k = 0 \).

The next proposition will show that, with an assumption on the characteristic of \( k \), \( E_k \) must be trivial, and is, in fact, the largest trivial factor of \( E \). The preceding proposition shows that \( \phi \) is a cone over a curve in a smaller Grassmannian.

**Proposition 6.1.3.** If \( \text{drk}_1 \phi = 0 \) and the characteristic of \( k \) is zero or greater than \( \text{deg} E \), then \( f: X \rightarrow G \) is a constant map and \( E \) is trivial. Conversely, but with no restriction on the characteristic, if \( E \) is trivial, then \( \text{drk}_1 \phi = 0 \).

**Proof.** If \( \text{drk}_1 \phi = 0 \), the tangent map \( T_X \rightarrow f^* T_G \) is zero. Composing \( f \) with the Plücker embedding, \( G \rightarrow \mathbb{P}^N \), gives a map \( X \rightarrow \mathbb{P}^N \) determined by

\[
\Lambda^r \phi: \Lambda^r V_X \rightarrow \det E = \mathcal{L}
\]

where \( r = \text{rk} E \). The tangent map of this composite is still zero, so \( \text{drk}_1 \Lambda^r \phi = 0 \). By Corollary 2.3, (4), the Taylor series map, \( \Lambda^r V_X \rightarrow \mathbb{P}^1(\mathcal{L}) \), is not generically surjective. Let \( \text{im} \Lambda^r V \) denote the image of the natural map \( \Lambda^r V \rightarrow \Gamma(X, \mathcal{L}) \). Assuming the characteristic of \( k \) is zero or greater than \( \text{deg} E \), Theorem B.2.3 says that \( \dim(\text{im} \Lambda^r V) < 2 \), i.e., \( \dim(\text{im} \Lambda^r V) = 1 \). Thus, \( \mathcal{L} \) is trivial, and \( f \) must be constant. Since \( E \) is generated by global sections and its first Chern class,
\[ c_1(E) = c_1(L), \text{ is zero, it follows that } E \text{ must be trivial (}[F, 12.1.8]). (To see that the restriction on the characteristic is needed, consider the Frobenius map.) \]

On the other hand, if \( E \) is trivial, then \( f \) is clearly constant and \( \text{drk}_1 \phi = 0 \). The latter assertion can be seen using local coordinates or by noting that, by (3.1), we may assume \( V_X = E \). Thus, \( S_E = 0 \) and \( \text{drk}_1 \phi = 0 \). \( \square \)

6.2. Curves with Differential Rank One. In Theorem 4.2 we showed that the sequence of derived bundles lifts through natural maps from the osculating bundles:

\[ V_X \xrightarrow{\phi} E \to G^1(E_1) \to G^2(E_2) \to \ldots \]

In some situations we can calculate the ranks of the osculating bundles to show that these maps are isomorphisms.

**Theorem 6.2.1.** Let

\[ V_X \xrightarrow{\phi} E \to E_1 \to \cdots \]

be the sequence of derived bundles of \( \phi \). Assume

\[ \text{drk}_i \phi = \begin{cases} d, & \text{for } i = 1, \ldots, m + 1 \\ 0 & \text{for } i > m + 1 \end{cases} \]

and assume the characteristic of \( k \) is zero or greater than \( \deg E_{m+1} \) and \( m \). Then there are isomorphisms \( E_i \cong G^{m-i}(E_m) \) for all \( i \), compatible with the natural maps from \( V_X \) and with the natural surjections

\[ E_i \xrightarrow{\sim} G^{m-i}(E_m) \]

\[ \downarrow \quad \downarrow \]

\[ E_{i-1} \xrightarrow{\sim} G^{m-i-1}(E_m) \]

**Proof.** By (6.1.2), \( E_{m+1} \) is trivial. By (6.1.1), we may assume \( E_{m+1} = 0 \). (Here, for the compatibility statement, we use that the Taylor series map and the natural surjections of principal parts bundles respect direct sums, (A.6.3.1, A.2.6).

Let \( i \leq m \), and consider the exact sequence

\[ V_X \xrightarrow{\nu^{1}_{\phi_i}} \mathcal{P}^1(E_i) \to \text{cok}\nu^{1}_{\phi_i} \to 0 \]

By Corollary 2.3, (1),

\[ \text{rk } E_{i+1} = \text{rk cok } \nu^{1}_{\phi_i} = \text{rk } \mathcal{P}^1(E_i) - \text{rk } G^1(E_i) = 2 \text{rk } E_i - \text{rk } G^1(E_i) \]

But, by hypothesis, \( \text{rk } E_{i+1} = \text{rk } E_i - d \). Therefore,

\[ \text{rk } G^1(E_i) = \text{rk } E_i + d = \text{rk } E_{i-1} \]
By Theorem 4.2,
\[(*) \quad E_{i-1} \rightarrow G^1(E_i)\]

This map must be an isomorphism since it is a surjection between bundles of the same rank.

The theorem follows by descending induction. For \( i = m \), \((*)\) says \( E_{m-1} \cong G^1(E_m) \) as required. Assume that \( E_i \cong G^{m-i}(E_m) \) with the desired compatibilities. By the isomorphisms of \((*)\) and (A.8.3) we get
\[
E_{i-1} \cong G^1(E_i) \cong G^1(G^{m-i}(E_m)) \cong G^{m-i+1}(E_m)
\]
The compatibility requirements follow from those of (4.2) and (A.8.3). The restriction on the characteristic is used to show that \( E_{m+1} \) is trivial and to invoke (A.8.3). \( \square \)

The following corollary recovers a result of Griffiths and Harris, [GH2, p. 386]. If \( g: X \rightarrow \mathbb{P}(V) \) is a map of a curve into projective space, recall that the \( t \)-the associated map
\[
g_t: X \rightarrow G_t^t \mathbb{P}(V) \\
x \mapsto \text{Osc}^t_x(g)
\]
sends a point to its osculating space of order \( t \), (B.4). If \( g \) corresponds to a surjection \( V_X \rightarrow \mathcal{L} \) for some line bundle on \( X \), Piene has shown that the \( t \)-th associated map corresponds to a surjection
\[
V_X \rightarrow G^t(\mathcal{L})
\]
(cf. B.4.2.4).

**Corollary 6.2.2.** Assume that the characteristic of \( k \) is zero or sufficiently large (as specified in the proof, below). If \( \text{drk}_1 E = 1 \), then \( E \cong G^m(\mathcal{L}) \oplus W_X \) where \( \mathcal{L} \) is a line bundle quotient of \( E \) and \( W \) a quotient of \( V \). In other words, \( f: X \rightarrow G \) is a cone over an associated map.

**Proof.** By Corollary 4.3, \( \text{drk}_{i-1} \phi \geq \text{drk}_i \phi \). Therefore,
\[
\text{drk}_i \phi = \begin{cases} 
1 & \text{for } i = 1, \cdots, m + 1 \\
0 & \text{for } i > m + 1 
\end{cases}
\]
for some \( m \). Assume the characteristic of \( k \) is zero or greater than \( \deg E_{m+1} \) and \( m \). As at the beginning of the proof of the Theorem 6.2.1, we use (6.1.2) to conclude \( E_{m+1} \) is trivial and use (6.1.1) to reduce to the case where \( E_{m+1} = 0 \). The result follows from Theorem 6.2.1 with \( d = 1 \) and \( \mathcal{L} = E_m \). \( \square \)

**Remark 6.2.3.** The get a geometric interpretation of Theorem 6.2.1, think of \( \phi_m: V_X \rightarrow E_m \) as being the 1-parameter family of subspaces of the dual space \( V^* \) locally spanned by the rows of \( \phi_m \); then for \( i < m \), Theorem 6.2.1 says that \( \phi_i \) corresponds (generically) to the 1-parameter family of subspaces of \( V^* \) spanned by the rows of \( \phi_m \) and their derivatives up to order \( m - i \). If \( E_m \) is a line bundle, we are taking the derivatives of just one vector, which we think of as tracing out a curve in projective space. The space spanned by the vector and its derivatives is an osculating space for the curve.
6.3. Derived bundles of Associated Maps. The next proposition is, roughly, the converse to Corollary 6.2.2. It calculates the derived bundles of the osculating bundles of a curve in projective space.

Proposition 6.3.1. Let \( \mathcal{L} \) be a line bundle, and let \( V \to \Gamma(X, \mathcal{L}) \) be a map of vector spaces with image an \((m+1)\)-dimensional subspace of generating sections. Assume that the characteristic of \( k \) is zero or that \( X \) is projective and the characteristic of \( k \) is greater than \( \deg \mathcal{L} \) and \( m \). Then the \( i \)-th derived bundle of \( \mu^n : V_X \to G^m(\mathcal{L}) \) is \( G^{m-i}(\mathcal{L}) \)

\[
G^m(\mathcal{L})_i = G^{m-i}(\mathcal{L})
\]

and \( \text{drk}_i \mu^n = 1 \) for \( i = 1, \ldots, m+1 \). (Define \( G^{-1}(\mathcal{L}) = 0 \).)

Proof. By the uniqueness theorem, (4.6), it suffices to show that for each \( i \),

\[
(*) \quad G^m(\mathcal{L}) \to G^{i}(G^{m-i}(\mathcal{L}))
\]

and that

\[
(**) \quad \text{rk} G^{m-i}(\mathcal{L}) = \text{rk} G^m(\mathcal{L})_i
\]

Proposition A.8.3 says that \( G^i(G^{j-1}(\mathcal{L})) \cong G^j(\mathcal{L}) \) if the characteristic of \( k \) is zero or greater than \( j \). It follows immediately by induction that in our case,

\[
G^i(G^{m-i}(\mathcal{L})) \cong G^m(\mathcal{L})
\]

This shows \((*)\).

The proposition now follows by induction. By Theorem B.2.3, \( \text{rk} G^i(\mathcal{L}) = i + 1 \) for \( i = 0, \ldots, m+1 \), (cf. B.2.3.3). Assume that we have shown \((**)\) for \( i \leq k - 1 \) so that \( G^m(\mathcal{L})_i = G^{m-i}(\mathcal{L}) \) for \( i \leq k - 1 \); this is at least true for \( k=1 \). By (2.3),

\[
\text{rk} G^m(\mathcal{L})_k = \text{rk} \mathcal{P}^1(G^m(\mathcal{L})_{k-1}) - \text{rk} \nu^1(\mu^m_{k-1})
\]

\[
= \text{rk} \mathcal{P}^1(G^m(\mathcal{L})_{k-1}) - \text{rk} G^1(G^m(\mathcal{L})_{k-1})
\]

\[
= \text{rk} \mathcal{P}^1(G^{m-k+1}(\mathcal{L})) - \text{rk} G^1(G^{m-k+1}(\mathcal{L}))
\]

\[
= \text{rk} \mathcal{P}^1(G^{m-k+1}(\mathcal{L})) - \text{rk} G^{m-k+2}(\mathcal{L}) \quad (A.8.3)
\]

\[
= 2(m-k+2) - (m-k+3)
\]

\[
= m-k+1 = \text{rk} G^{m-k}(\mathcal{L})
\]

Hence \((**)\) holds for \( i = k \) as well, and \( G^m(\mathcal{L})_k = G^{m-k}(\mathcal{L}) \). \( \square \)

7. Duality

This section presents a main result of the paper: the duality theorem for curves in Grassmannians. It answers two natural questions. First, from the exact sequence of (1.4)

\[
0 \to S_E \to V_X \xrightarrow{\phi} E \to 0
\]
we get the surjection
\[ \phi^*: V_X^* \to S_E^* \]
What are its derived bundles and osculating bundles? Second, what are the kernels of the natural maps to the derived bundles and osculating bundles of \( \phi \)
\[ \phi_i: V_X \to E_i, \quad \mu^i: V_X \to G^i(E) \]
If \( E \) is the osculating bundle for a curve in projective space, the answer to the second question is exactly Piene’s duality theorem for curves in projective space, [Pi1]. To prove our duality theorem, we adapt Piene’s proof, which simplifies in the more general context.

After proving the duality theorem, we recover Piene’s theorem, explaining its connection to the classical duality theorems of the nineteenth century. We then consider the special case of a plane projective curve in order to highlight the fact that these duality theorems are fundamentally an expression of the product rule of ordinary calculus, (cf. [K2]).

**Theorem 7.1.** *Take the dual of the exact sequence* \( 0 \to S_E \to V_X \xrightarrow{\phi} E \to 0 \) *to get*
\[ \phi^*: V_X^* \to S_E^* \]
*with its first derived bundle, \( (S^*_E)_1 \), and first osculating bundle, \( G^1(S^*_E) \). Then*
\[ \ker(\mu^1: V_X \to G^1(E)) = ((S^*_E)_1)^* \]
*and*
\[ \ker(\phi_1: V_X \to E_1) = G^1(S^*_E)^* \]
*Hence, there is a commutative diagram with exact rows:*

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & ((S^*_E)_1)^* & \longrightarrow & V_X & \xrightarrow{\mu^1} & G^1(E) & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & S_E & \longrightarrow & V_X & \xrightarrow{\phi} & E & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & G^1(S^*_E)^* & \longrightarrow & V_X & \xrightarrow{\phi_1} & E_1 & \longrightarrow & 0 \\
\end{array}
\]

*Proof. It suffices to establish the bottom rectangle of the diagram: the top then follows by replacing \( E \) by \( S^*_E \) and taking duals. Let \( K \) denote the dual of the kernel of \( V_X^* \to G^1(S^*_E) \). The natural surjection \( G^1(S^*_E) \to S^*_E \) induces a commutative diagram
\[
\begin{array}{ccccccccc}
0 & \longrightarrow & S_E & \longrightarrow & V_X & \xrightarrow{\phi} & E & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & G^1(S^*_E)^* & \longrightarrow & V_X & \xrightarrow{\psi} & K & \longrightarrow & 0 \\
(\dagger) & & \quad & & \quad & & \quad & & \\
\end{array}
\]
where \( \psi \) and \( \alpha \) are the natural maps. We will first show that \( \alpha \) factors through the surjection \( E \to E_1 \) (as quotients of \( V_X \)). The key step—once we set up the appropriate diagrams and take local coordinates—is just the the product rule of ordinary calculus. The result then follows by showing that \( E_1 \) and \( K \) have the same rank and, hence, are isomorphic.

Consider the commutative diagram, (2.2),

\[
\begin{array}{ccc}
0 & \longrightarrow & S_E \\
\downarrow{\partial_\phi} & & \downarrow{\nu_\phi^1} \\
0 & \longrightarrow & \Omega_{X/k} \otimes E
\end{array}
\]

\[
\begin{array}{ccc}
S_E & \longrightarrow & V_X \xrightarrow{\phi} E \\
\downarrow{\partial_\phi} & & \downarrow{\nu_\phi^1} \\
\Omega_{X/k} \otimes E & \longrightarrow & P^1(E) \longrightarrow E \\
\end{array}
\]

and the analogous one for \( \psi \)

\[
\begin{array}{ccc}
0 & \longrightarrow & G^1(S_E^*) \\
\downarrow{\partial_\psi} & & \downarrow{\nu_\psi^1} \\
0 & \longrightarrow & \Omega_{X/k} \otimes K
\end{array}
\]

\[
\begin{array}{ccc}
G^1(S_E^*) & \longrightarrow & V_X \xrightarrow{\psi} K \\
\downarrow{\partial_\psi} & & \downarrow{\nu_\psi^1} \\
\Omega_{X/k} \otimes K & \longrightarrow & P^1(K) \longrightarrow K \\
\end{array}
\]

The map \( \alpha \) induces a map of commutative diagrams \((*) \to (**)\) by (A.6.3.4.2). In particular, we have

\[
\begin{array}{ccc}
S_E & \longrightarrow & G^1(S_E^*) \\
\downarrow{\partial_\phi} & & \downarrow{\partial_\psi} \\
\Omega_{X/k} \otimes E & \longrightarrow & \Omega_{X/k} \otimes K
\end{array}
\]

By definition, \( E_1 = \left( \text{cok } \partial_\phi \otimes \Omega_{X/k}^{-1} \right)/\text{torsion} \). Thus, to show that \( \alpha \) factors through \( E_1 \), it suffices to show that \((1 \otimes \alpha) \circ \partial_\phi = 0\). Chasing around \((*) \to (**)\), it suffices to show that the following composite is zero:

\[
S_E \to V_X \xrightarrow{\psi} P^1(K)
\]

We will check this using local coordinates. Consider the following commutative diagram (notation to be explained):

\[
\begin{array}{ccc}
S_E & \longrightarrow & V_X \\
\downarrow{\partial_\phi} & & \downarrow{\partial_\phi} \\
P^1(S_E^*)^* & \longrightarrow & V_X
\end{array}
\]

\[
\begin{array}{ccc}
[\begin{bmatrix} v_1 \\ \vdots \\ v_r \end{bmatrix}] & \xrightarrow{\phi} & \begin{bmatrix} u_1 \\ \vdots \\ u_\ell \end{bmatrix} \\
\begin{bmatrix} w_1, \ldots, w_n \\ \vdots \\ w_r \\ \vdots \\ w_{n-r} \end{bmatrix} & \xrightarrow{\psi} & \begin{bmatrix} u_1 \\ \vdots \\ u_\ell \end{bmatrix}
\end{array}
\]

\[
\begin{array}{ccc}
P^1(S_E^*)^* & \longrightarrow & V_X \\
\downarrow{(\nu_\phi^1)^*} & & \downarrow{(\nu_\psi^1)^*} \\
P^1(K) & \longrightarrow & K
\end{array}
\]
The composite

$$S_E \rightarrow P^1(S^*_E)^* \overset{(\nu_{\phi^*})^*}{\longrightarrow} V_X$$

is the same as the composite

$$S_E \rightarrow G^1(S^*_E)^* \rightarrow V_X$$

of (i) since $G^1(S^*_E) \rightarrow S^*_E$ factors through $P^1(S^*_E) \rightarrow S^*_E$.

Here is the meaning of the $u_i$’s, $v_i$’s, and $w_i$’s. Given a point $x \in X$, take an open affine set $U = \text{Spec } A$ about $x$, small enough so that $E, S_E, K,$ and $\Omega_{X/k}$ are trivial when restricted to $U$. Identifying $V_X$ with $A^{\oplus n}$ and $E$ with $A^{\oplus r}$ on $U$, the map $\phi$ becomes

$$\begin{bmatrix}
    v_1 \\
    \vdots \\
    v_r
\end{bmatrix}
\begin{array}{c}
\longrightarrow \\
\longrightarrow
\end{array}
\begin{bmatrix}
    u_1 \\
    \vdots \\
    u_r
\end{bmatrix}
\begin{array}{c}
A^{\oplus n} \\
A^{\oplus r}
\end{array}$$

Each $v_i$ is a row vector: $v_i = (a_{i1}, \ldots, a_{in})$ where $a_{ij} \in A$. The $u_i$’s and $w_i$’s are defined similarly (let $\ell = \text{rk } K$), but each $w_i$ is a column vector. A local trivialization of $S_E$ determines one for $S^*_E$. This, along with a local trivialization of $\Omega_{X/k}$ determines one of $P^1(S^*_E)$, (A.4.8), so that locally the Taylor series map is given by the transpose of $[w_1, \ldots, w_{n-r}, w'_1, \ldots, w'_{n-r}]$ as indicated in (***), (A.6.4.4). (For the definition of the derivative $w'_i$, cf. (A.4.1) and (A.6.4.2).)

With similar notation, our problem is to show that the following composite is zero:

$$S_E \xrightarrow{[w_1, \ldots, w_{n-r}]} V_X \xrightarrow{[u_1, \ldots, u_\ell, u'_1, \ldots, u'_{n-r}]^{\text{transpose}}} P^1(K)$$

From (**), we know that each dot product $w_i \cdot u_j = w'_i \cdot u'_j = 0$. By the product rule, it follows that $w_i \cdot w'_j = 0$ as required.

We have shown that $\alpha$ factors through $E \rightarrow E_1$. Hence, there is a commutative diagram

$$\begin{array}{cccccccccccccccccccccc}
0 & \longrightarrow & \ker \phi_1 & \longrightarrow & V_X & \overset{\phi_1}{\longrightarrow} & E_1 & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & G^1(S^*_E)^* & \longrightarrow & V_X & \longrightarrow & K & \longrightarrow & 0
\end{array}$$

It remains to be shown that $\text{rk } K = \text{rk } E_1$. (Then $E_1 \rightarrow K$ is an isomorphism since it’s a surjective map of bundles of the same rank.) Calculate:

\[
\text{rk } K = n - \text{rk } G^1(S^*_E) \\
= n - \text{rk } P^1(S^*_E) + \text{rk } (S^*_E)_1 \\
= n - 2 \text{rk } S^*_E + \text{rk } (S^*_E)_1 \\
= n - \text{rk } S^*_E - \text{drk}_1 S^*_E \\
= \text{rk } E - \text{drk}_1 S^*_E
\]
Thus,
\[ E_1 \to K \implies \]  
\[ \text{rk } E_1 = \text{rk } E - \text{drk}_1 E \geq \text{rk } K = \text{rk } E - \text{drk}_1 S^*_E \implies \]  
\[ \text{drk}_1 S^*_E \geq \text{drk}_1 E \]  
with equality if and only if \( \text{rk } E_1 = \text{rk } K \). To see that we get an equality here, dualize everything; consider the exact sequence
\[ 0 \to E^* \xrightarrow{\phi^*} V_X^* \xrightarrow{\phi^\perp} S^*_E \to 0 \]
Repeating the whole argument with \( \phi^\perp \) in place of \( \phi \) gives that
\[ \text{drk}_1 E \geq \text{drk}_1 S^*_E \]
and we are done. \( \square \)

The theorem can be used to calculate the kernels of the maps to the derived bundles and osculating bundles. This corollary and the one following it suggest alternative definitions of derived bundles.

**Corollary 7.1.2.** Let the characteristic of \( k \) be zero or greater than \( i \). There are exact sequences
\[ 0 \to G^i(S^*_E)^* \xrightarrow{(\mu^i_\phi)^\ast} V_X \xrightarrow{\phi_i} E_i \to 0 \]
and dually,
\[ 0 \to ((S^*_E)_i)^* \xrightarrow{\mu^i_\phi} V_X \xrightarrow{\mu^i_\phi} G^i(E) \to 0 \]

**Proof.** Apply the duality theorem to each \( E_i \) successively, and use Proposition A.8.3 to say that \( G^1(G^{i-1}(S^*_E)) \cong G^i(S^*_E) \).

The next corollary shows what happens if we consider the kernel instead.

**Corollary 7.1.3.** \( \ker(\partial; S_E \to E \otimes \Omega_{X/k}) = ((S^*_E)_1)^* = \ker(\mu^1_\phi; V_X \to G^1(E)) \).

**Proof.** Corollary 2.3 gives \( \ker \partial \cong \ker \nu^1 = \ker \mu^1 \), and then apply the theorem. \( \square \)

Combining Corollary 7.2.1 with Theorem 6.2.1 gives

**Corollary 7.1.4.** Assume that
\[ \text{drk}_i \phi = \begin{cases} d_i, & \text{for } i = 1, \ldots, m + 1 \\ 0, & \text{for } i > m + 1 \end{cases} \]
and assume the characteristic of \( k \) is zero or greater than \( \deg E_{m+1} \) and \( m \). Then, for \( i = 1, \ldots, m \), there is an isomorphism of exact sequences
\[ 0 \to S_{E_i} \xrightarrow{i} V_X \xrightarrow{\phi_i} E_i \xrightarrow{i} 0 \]
\[ 0 \to G^i(S^*_E)^* \xrightarrow{(\mu^i_\phi)^\ast} V_X \xrightarrow{\mu^i_{\phi_m}^{-1}} G^{m-i}(E_m) \xrightarrow{i} 0 \]
7.2. Piene Duality Theorem. (cf. B.5) Let \( V \subset \Gamma(X, \mathcal{L}) \) be an \((n+1)\)-dimensional vector space of generating sections of a line bundle on \( X \) and \( f : X \to \mathbb{P}(V) \) the corresponding map to projective space. The map of vector bundles corresponding to the \( t \)-th associated map of \( f \) is

\[
\mu^t : V_X \to G^t(\mathcal{L})
\]

Corollary 7.2.1. (Piene Duality Theorem, [Pi1]) Let \( X \) be a smooth projective curve, and assume that the characteristic of \( k \) is zero or greater than \( n \) and the degree of \( \mathcal{L} \). Let \( K = \ker \mu^{n-1} \) with its natural map \( V_X^* \to K^* \). Then

\[
\ker \mu^i = G^{n-1-i}(K^*)
\]

Proof. By Proposition 6.3.1, \( G^i(\mathcal{L}) \) is the \((n-i-1)\)-th derived bundle of \( G^{n-1}(\mathcal{L}) \). Therefore, the result follows from Corollary 7.1.2. \( \square \)

In sum, Piene’s theorem is that there is a commutative diagram with exact rows:

\[
\begin{array}{ccccccccc}
V_X & \xrightarrow{\sim} & G^n(\mathcal{L}) & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \\
0 & \longrightarrow & K & \longrightarrow & V_X & \xrightarrow{\mu^{n-1}} & G^{n-1}(\mathcal{L}) & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
(*) & 0 & \longrightarrow & G^1(K^*)^* & \longrightarrow & V_X & \xrightarrow{\mu^{n-2}} & G^{n-2}(\mathcal{L}) & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
\vdots & & \vdots & & \vdots & & \vdots & & \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & G^{n-1}(K^*)^* & \longrightarrow & V_X & \xrightarrow{\phi_{=\mu^0}} & \mathcal{L} & \longrightarrow & 0
\end{array}
\]

The maps on the right-hand side of this diagram correspond to the associated maps

\[
f_t : X \to G_t\mathbb{P}(V) \\
x \mapsto \text{Osc}_x^t
\]

sending a point to its osculating space of order \( t \). The duals of the maps on the right, coming from the kernels of the \( \mu^i \)'s, correspond to the \( t \)-th dual maps

\[
f^t : X \to G_{n-t-1}\mathbb{P}(V^*) \\
x \mapsto H^t_x
\]

sending a point to the set of hyperplanes containing an osculating space of order \( t \). The map determined by the natural surjection \( V_X^* \to K^* \),

\[
f^* = f^{n-1} : X \to \mathbb{P}(V^*)
\]
sending a point to its osculating hyperplane, is called the dual of $f$. Diagram $(\ast)$ shows that

$$(f^*)^t = f_{n-\ell-1}$$

and in particular, the double dual of $f$ is $f$, itself

$$(f^*)^* = f$$

7.3. Duality Theorems and the Product Rule. The key step in the proof of the duality theorem is just the product rule of ordinary calculus. Its role is most easily seen in the special case of a curve in the complex projective plane.

Think of the curve as being swept out by a vector, $v(z)$, in affine three-space where $z$ is a local parameter for the curve. Let $w(z)$ be a vector normal to the subspace spanned by $v(z)$ and $v'(z)$. Then $w(z)$ sweeps out the dual curve. To find the dual of the dual curve, repeat this construction with $w$ in place of $v$. To see that we get back the original curve, it suffices to check that $v(z)$ is normal to the subspace spanned by $w(z)$ and $w'(z)$. In other words, we must show that

$$v(z) \cdot w(z) = 0 \quad \text{and} \quad v(z) \cdot w'(z) = 0$$

By definition of $w(z)$, we know that

$$v(z) \cdot w(z) = 0 \quad \text{and} \quad v'(z) \cdot w(z) = 0$$

Therefore, the result follows from the product rule:

$$0 = (v(z) \cdot w(z))' = v'(z) \cdot w(z) + v(z) \cdot w'(z) = v(z) \cdot w'(z)$$

Let us now compare this rough sketch of a proof of the duality theorem for plane curves with the duality theorem presented in this section. If the curve is given by a surjection $V_X \twoheadrightarrow \mathcal{L}$ where $\mathcal{L}$ is a line bundle on the curve, let $K$ be the kernel of the corresponding map to the osculating bundle, $\mu^1: V_X \rightarrow G^1(\mathcal{L})$. The duality theorem says that there is a commutative diagram with exact rows

$$
\begin{array}{ccccc}
0 & \longrightarrow & K & \longrightarrow & V_X \\
& & \downarrow & & \downarrow \\
0 & \longrightarrow & G^1(K^*) & \longrightarrow & V_X \phi \longrightarrow \mathcal{L} \longrightarrow 0
\end{array}
$$

Locally, we think of $\phi$ as the vector $v(z)$. The map $\mu^1$ becomes a matrix with rows $v(z)$ and $v'(z)$, (at least at a generic point). The vector $w(z)$ gives the map $V_X^* \rightarrow K^*$, defining the dual curve. The exactness of the bottom row of the diagram is the statement that $v$ is normal to the subspace spanned by $w$ and $w'$. 
8. Torsion Sheaves

By Corollary 2.3, the torsion sheaves can be calculated using the Taylor series map \( \nu^1: V_X \to \mathbb{P}^1(E) \) since \( \text{cok} \theta = \text{cok} \nu^1 \). The torsion sheaf measures where the Taylor series map drops rank. This paper focuses mainly on differential ranks; the analysis of torsion sheaves is far from complete. What is lacking is a convenient local parametrization for a curve in a Grassmannian such as that which exists in the special case of a curve in projective space (B.1). However, it is clear that torsion sheaves generalize the classical notion of stationary indices, (Theorem 8.1.1), and thus describe what might be called the inflectionary behavior of a curve in a Grassmannian. There are other ways of measuring this behavior, and we will briefly mention these. We end the section by seeing what the duality theorem says about torsion sheaves.

8.1. Stationary Indices. In the special case of a curve in projective space, the lengths of the torsion sheaves are the classical stationary indices measuring how a curve flexes in space.

Let \( V \subset \Gamma(X, \mathcal{L}) \) where \( \dim V = n + 1 \) and \( \mathcal{L} \) is a line bundle on the smooth projective curve \( X \). Assume the characteristic of \( k \) is zero or greater than \( \deg \mathcal{L} \) and \( n \). By Theorem B.2.3, \( \text{rk} G^i(\mathcal{L}) = i + 1 \) for \( i = 0, \ldots, n \). In particular, \( G^n(\mathcal{L}) = V_X \).

We have defined the map

\[
\mu^{n-1}: V_X \to G^{n-1}(\mathcal{L})
\]

and seen in Proposition 6.3.1 that the string of derived bundles of \( \mu^{n-1} \) is

\[
V_X \to G^{n-1}(\mathcal{L}) \to G^{n-2}(\mathcal{L}) \to \ldots \to \mathcal{L}
\]

The inflection numbers, \( \alpha_i \), defined and discussed in Appendix B.1, satisfy the equation

\[
\text{length}(\text{cok}(G^i(\mathcal{L}) \hookrightarrow \mathbb{P}^i(\mathcal{L}))) = \text{deg} P^i(\mathcal{L}) - \sum_{j=1}^{i} \alpha_j
\]

for \( i = 1, \ldots, t \).

**Theorem 8.1.1.** The \( i \)-th torsion number for \( \mu^{n-1} \) is

\[
\text{length} (\text{tor}_i \mu^{n-1}) = \alpha_{n-i+1} - \alpha_{n-i}
\]

the so-called \((n-i)\)-th stationary index.

**Proof.** Let

\[
V_X \xrightarrow{\phi} E \xrightarrow{} E_1 \xrightarrow{} \ldots
\]

be the sequence of derived bundles for any map \( \phi \). Letting \( S_{E_i} \) denote the kernel of the composite, \( \phi_i: V_X \to E_i \), there is a commutative diagram

\[
\begin{array}{cccc}
S_{E_{i-1}} & \xrightarrow{\epsilon_i} & S_{E_i} \\
\partial_{\phi_{i-1}} \downarrow & & \downarrow \partial_{\phi_i} \\
\Omega_{X/k} \otimes E_{i-1} & \xrightarrow{\pi} & \Omega_{X/k} \otimes E_i
\end{array}
\]
with $\pi \circ \partial_{\psi_{-1}} = 0$. This follows from the definition of derived bundles:

$$\Omega_{X/k} \otimes E_i \overset{\text{def}}{=} \text{cok } \partial_{\psi_{-1}} / \text{torsion}$$

Thus, there is an induced map

$$(*) \quad S_{E_i} / S_{E_{i-1}} \xrightarrow{\partial_{\psi_{-1}}} \Omega_{X/k} \otimes E_i$$

with $\text{cok } j / \text{torsion} = \Omega_{X/k} \otimes E_{i+1}$. In our case, $E_i = G^{n-i-1}(\mathcal{L})$, and the Poincaré duality theorem (7.2.1) says that $S_{E_i} = G^i(K^*)$ where $K = \ker \mu^{n-1}$, a line bundle. Therefore, $(*)$ becomes

$$G^i(K^*) / G^{i-1}(K^*) \overset{\partial_{\psi_{-1}}} \rightarrow \Omega_{X/k} \otimes G^{n-i-1}(\mathcal{L})$$

with $\text{cok } j / \text{torsion} = G^{n-i-2}(\mathcal{L})$. Counting ranks implies that $j$ is injective. Consider the exact sequences

$$0 \rightarrow G^i(K^*) / G^{i-1}(K^*) \overset{\partial_{\psi_{-1}}} \rightarrow \Omega_{X/k} \otimes G^{n-i-1}(\mathcal{L}) \rightarrow \text{cok} \rightarrow 0$$

and

$$0 \rightarrow \text{tor}_{i+1} \mu^{n-1} \rightarrow \text{cok} \rightarrow \Omega_{X/k} \otimes G^{n-i-2}(\mathcal{L}) \rightarrow 0$$

Taking degrees yields

$$\text{length}(\text{tor}_{i+1} \mu^{n-1}) = \deg(\text{cok}) - \deg(\Omega_{X/k} \otimes G^{n-i-2}(\mathcal{L}))$$

$$\quad = \deg(\Omega_{X/k} \otimes G^{n-i-1}(\mathcal{L})) - \deg(G^i(K^*))$$

$$\quad \quad + \deg(G^{i-1}(K^*)) - \deg(\Omega_{X/k} \otimes G^{n-i-2}(\mathcal{L}))$$

Now use the exact sequence

$$0 \rightarrow G^i(K^*) \rightarrow V_X \rightarrow G^{n-i-1}(\mathcal{L}) \rightarrow 0$$

and let $d_i = \deg(G^i(\mathcal{L}))$ to get

$$\text{length}(\text{tor}_{i+1} \mu^{n-1}) = d_{n-i-1} + (n-i)(2g-2) + d_{n-i-1}$$

$$- d_{n-i} - d_{n-i-2} - (n-i-1)(2g-2)$$

$$= 2d_{n-i-1} - d_{n-i} - d_{n-i-2} + 2g - 2$$

$$= \alpha_{n-i} - \alpha_{n-i-1} \quad \text{(Plücker formula, B.3.3)} \quad \Box$$

**Remark 8.1.2.** Let $D_i$ be the divisor corresponding to the $i$-th torsion sheaf. The proof of Theorem 8.1.1 can be modified to show that

$$D_i = \sum_{x \in X} (\alpha_{n-i+1}(x) - \alpha_{n-i}(x)) \cdot x$$

as divisor classes. (The Plücker formulas can also be interpreted as a statement about divisor classes.)
Example 8.2. Another special case where we can calculate the torsion numbers is when $X$ is a projective curve, $\text{rk } V_X = 2\text{rk } E$, and the differential rank of $E$ is as large as possible, namely, $r = \text{rk } E$. In that case, the Taylor series map is injective and generically surjective. Therefore, the torsion number is

$$\deg P^1(E) - \deg V_X = \deg P^1(E)$$

$$= \deg \Omega_{X/k} \otimes E + \deg E \quad (A.3.2)$$

$$= 2\deg E + r(2g - 2)$$

This calculation appears in [Cn], (also cf. [Pi2]). If this torsion number is zero, then $g = 0$ and $\deg E = r$. So $X = \mathbb{P}^1$ and $E = \oplus_{i=1}^r \mathcal{O}(n_i)$ with $\sum n_i = r$. Moreover, since $V_X \to E$ is surjective, each $n_i$ is nonnegative and, in fact, positive since otherwise the first derived bundle would have a trivial factor instead of being zero, (6.1.1). Thus,

$$E = \mathcal{O}(1)^{\oplus r}$$

and $V = \Gamma(\mathbb{P}^1, \mathcal{O}(1)^{\oplus r})$.

8.3. Other Measures of Inflection. Canuto [Cn] has suggested three measures of the inflectionary behavior of a curve in a Grassmannian. The first comes from embedding the Grassmannian in projective space by the Plücker embedding and considering the inflectionary numbers for the curve in that projective space, (B.1). A second set of invariants of the embedding of the curve are the orders of vanishing of the sections of $E$ in $\text{im}(\phi; V \to \Gamma(X, E))$. The third measure comes from looking at the order of contact of the Schubert cycles with the curve at a given point. Canuto shows that these notions are not equivalent for a curve in a general Grassmannian (as they are for a curve in projective space). We have not analyzed the relation of those measures of inflection with our torsion sheaves.

8.4. Torsion Sheaves and the Duality Theorem. Take the dual of the exact sequence $0 \to S_E \to V_X \xrightarrow{\phi} E$ to define a map

$$\phi^\perp: V_X^* \to S_E^*$$

There are corresponding maps to the osculating bundles, (§4),

$$\mu^\perp_{\phi^\perp}: V_X \to G^i(S_E^*)$$

We use the duality theorem, (7.1), to show

**Proposition 8.4.1.** Assume the characteristic of $k$ is zero or greater than $i$. Then

$$\text{tor}_i \phi \cong \text{tor}_1 \mu_{\phi^\perp}^i$$

**Proof.** By (7.1.2), it suffices to show the result for the case $i = 1$. Since the torsion sheaves are supported on a finite set of points, the question is local. Near any point $x \in X$, take local coordinates as in §2. so that $\partial \phi$ becomes a matrix

$$A_{\otimes n - r} \xrightarrow{(u^t, w^t)} A_{\otimes r}$$
Using dual ordinates, the map $\partial_{\phi^\perp}$ may be written

$$A^{\otimes r} \xrightarrow{(w'_i, w_j)} A^{\otimes n-r}$$

However, as in (2.6), since $v_i \cdot w_j = 0$, the product rule says that

$$(*) \quad \partial_{\phi} = (v'_i \cdot w_j) = -(v_i \cdot w'_j) = -\partial_{\phi^\perp}$$

The local ring at $x$ is a p.i.d., and any linear map between free modules over a p.i.d. can be diagonalized by changing the basis of the domain and codomain (cf. [J, p. 176]). Therefore, near $x$, we may assume $\partial_{\phi}$ is a diagonal matrix. In that case, in light of $(*)$, we see that the cokernels of $\partial_{\phi}$ and $\partial_{\phi^\perp}$ are isomorphic. □

9. Examples

This section consists of several examples involving differential ranks and derived bundles. In (9.2), we describe all surjections of the form

$$V_{P^1} \to \mathcal{O}(1)^{\otimes r}$$

where $\mathcal{O}(1)$ is the tautological bundle on projective space. We think of such a surjection as a join of lines in projective space and show how to decompose it into a join of osculating spaces to rational normal curves. In (9.3) and (9.4), we try to find relations among the differential ranks of a surjection $V_X \to E$, the dimension of $V$, and the rank of $E$. In (9.5), we classify the surjections with $\deg E = 3$ using differential ranks and torsion sheaves. Finally, in (9.6), we show that every sequence of differential ranks and torsion numbers (subject to obvious restrictions) can occur on the projective line.

**Example 9.1.** From the definition of differential ranks, it is immediate that

$$\text{drk}_1 \phi \leq \min\{\text{rk} S_E, \text{rk} E\}$$

Suppose that $\text{rk} E = n - 1$, and $E$ is generated by $n$ linearly independent global sections. Let $V \subset \Gamma(X, E)$ be the vector space spanned by these sections, and consider the natural map $\phi: V_X \to E$. It follows that the differential rank of $\phi$ is either one or zero. Therefore, either $E$ is trivial (at least in the case where the characteristic of $k$ is zero, (6.1.3), or $E \cong G^m(\mathcal{L}) \oplus W_X$ where $\mathcal{L}$ is a line bundle quotient $E$ and $W$ is a quotient of $V$, (6.2.2). In other words, $f: X \to G$ is the cone over an associated curve.

**Example 9.2.** Let $\mathcal{O}(1)$ be the tautological bundle on $\mathbb{P}^1_k$. We will determine the differential ranks of any surjection of the form

$$\phi: V_{P^1} \to \mathcal{O}(1)^{\otimes r}$$

where $V$ is some $k$-vector space of dimension $n$. (To avoid trivialities, we will always assume that $\phi$ is injective on global sections.) Geometrically, we are taking $r$ lines
in \( \mathbb{P}^{m-1} \) all isomorphic to some fixed \( \mathbb{P}^1 \), say \( \psi_i: \mathbb{P}^1 \xrightarrow{\sim} L_i \subset \mathbb{P}^{m-1} \) for \( i = 1, \ldots, r \), and considering the map to the Grassmannian of \( (r-1) \)-planes in \( \mathbb{P}^{m-1} \)

\[
(9.2.1) \quad f: \mathbb{P}^1 \rightarrow G_{r-1} \mathbb{P}^{m-1} = G(V, r) \\
p \mapsto \text{span} \{ \psi_1(p), \ldots, \psi_r(p) \}
\]

It is assumed that the \( L_i \) and \( \psi_i \) are chosen so that this map is defined everywhere. We will see that up to a change of coordinates on the Grassmannian, every such map is formed as follows: Take \( n - r \) disjoint linear subspaces of \( \mathbb{P}^{m-1} \)

\[
\mathbb{P}^{a_1}, \mathbb{P}^{a_2}, \ldots, \mathbb{P}^{a_{n-r}}
\]

where \( \sum a_i = r \). (The \( a_i \) will be determined by the higher differential ranks.) At each point \( p \in \mathbb{P}^1 \), we can chose an osculating hyperplane to the rational normal curve of degree \( a_i \) in \( \mathbb{P}^{a_i} \) so that the span of these hyperplanes will be \( f(p) \). Thus, we may say that \( f \) comes from the join of the osculating developables of rational normal curves in disjoint linear subspaces of \( \mathbb{P}^{m-1} \).

To describe this, let \( W = \Gamma(\mathbb{P}^1, \mathcal{O}(1)) \). For each \( m \geq 0 \) consider the natural evaluation map

\[
S^m W \cong \Gamma(\mathbb{P}^1, \mathcal{O}(m)) \xrightarrow{\nu^0} \mathcal{O}(m)
\]

对应的有理正常曲线的度为 \( m \in \mathbb{P}^m \)，考虑与之对应的Taylor展开映射（A.6）

\[
S^m W \xrightarrow{\nu^{m-1}} \mathbb{P}^{m-1}(\mathcal{O}(m))
\]

corresponding to the \( (m-1) \)-th associated map sending a point on the rational normal curve to its osculating hyperplane, (B.4, B.3.1).

On \( \mathbb{P}^1 \), every bundle is a direct sum of line bundles; so

\[
\ker \phi = \bigoplus_{i=1}^{n-r} \mathcal{O}(-a_i)
\]

where \( \sum a_i = \deg \mathcal{O}(1)^{\oplus r} = r \).

**Theorem 9.2.2.** Assume the characteristic of \( k \) is zero or greater than \( r \). There are isomorphisms giving a commutative diagram

\[
\begin{array}{ccc}
V_{\mathbb{P}^1} & \xrightarrow{\phi} & \mathcal{O}(1)^{\oplus r} \\
\downarrow i & & \downarrow i \\
\bigoplus_{i=1}^{n-r} S_{\mathbb{P}^1} W_{\mathbb{P}^1} & \xrightarrow{\oplus \nu^{n-1}} & \bigoplus_{i=1}^{n-r} \mathbb{P}^{a_i-1}(\mathcal{O}(a_i))
\end{array}
\]

The torsion sheaves, \( \text{tor}_i \phi \), of \( \phi \) are all zero, and the differential ranks are

\[
drk_i \phi = \# \{ j \mid a_j \geq i \}
\]
In particular, \( \text{drk}_1 \phi = n - r \).

Proof. From (A.3.2), it follows that the degree and rank of \( P^{m-1}(\mathcal{O}(m)) \) are both \( m \). Hence, there is an exact sequence

\[
0 \to \mathcal{O}(-m) \xrightarrow{i} \Gamma(\mathbb{P}^1, \mathcal{O}(m)) \xrightarrow{\nu^{m-1}} P^{m-1}(\mathcal{O}(m)) \to 0
\]

For \( m > 0 \), it is known, ([PS], [Pe2]), that

\[
P^{m-1}(\mathcal{O}(m)) \cong \mathcal{O}(1)^{\otimes m}
\]

Therefore the dual map, \( j^* \), is injective on global sections. Counting dimensions implies that it is, in fact, an isomorphism on global sections. Therefore, we can choose an isomorphism between \( \Gamma(\mathbb{P}^1, \mathcal{O}(m)) \) and its dual so that the following diagram commutes

\[
\begin{array}{ccc}
\Gamma(\mathbb{P}^1, \mathcal{O}(m))^*_{\mathbb{P}^1} & \xrightarrow{j^*} & \mathcal{O}(m) \\
\downarrow i & & \downarrow \quad || \\
\Gamma(\mathbb{P}^1, \mathcal{O}(m))_{\mathbb{P}^1} & \xrightarrow{ev} & \mathcal{O}(m)
\end{array}
\]

where \( ev \) is the natural evaluation map.

Now consider the kernel, \( K = \bigoplus_i \mathcal{O}(-a_i) \), of \( \phi \) and the corresponding exact sequence

\[
0 \to K \to V_{\mathbb{P}^1} \xrightarrow{\phi} \mathcal{O}(1)^{\otimes r} \to 0
\]

Taking global sections shows that \( \Gamma(\mathbb{P}^1, K) = 0 \) since we have assumed that \( \phi \) is injective on global sections. Hence, \( a_i > 0 \) for \( i = 1, \ldots, n - r \). Taking global sections of the dual of (†) shows that the natural map \( V^* \to \Gamma(\mathbb{P}^1, K^*) \) is injective. Counting dimensions as before, shows that it is an isomorphism. Therefore, up to an automorphism of \( V \), the map \( V^* \to K^* \) is

\[
\bigoplus_{i=1}^{n-r} \Gamma(\mathbb{P}^1, \mathcal{O}(a_i)) \xrightarrow{ev^*} \bigoplus_{i=1}^{n-r} \mathcal{O}(a_i) = K^*
\]

Therefore, the required isomorphism, (*) follows from (**).

To see the claim about the torsion divisors and differential ranks, first note that taking derived bundles and differential ranks commutes with direct sums. This follows, for example from (2.3) and the fact that the Taylor series maps respect direct sums, (A.6.3.1). The evaluation map

\[
\Gamma(\mathbb{P}^1, \mathcal{O}(m))_{\mathbb{P}^1} \to \mathcal{O}(m)
\]

corresponds to a rational normal curve. It is well-known that such curves are noninflectionary, (B.3.1). This means that each associated Taylor series map

\[
\nu^i: \Gamma(\mathbb{P}^1, \mathcal{O}(m))_{\mathbb{P}^1} \to P^i(\mathcal{O}(m))
\]

is surjective (for \( i \leq m \)), i.e., \( G^i(\mathcal{O}(m)) = P^i(\mathcal{O}(m)) \). Thus, it follows from Proposition 6.3.1, that the \( j \)-th derived bundle of \( P^i(\mathcal{O}(m)) \) is \( P^{i-j}(\mathcal{O}(m)) \). The claim about the higher differential ranks follows. The fact that the torsion sheaves of \( \phi \) are zero follows by direct calculation (or by Theorem 8.1.1). \( \Box \)
Remark 9.2.3. Further calculations in [Pel] indicate that the differential ranks in the case just considered determine the generality of the positions of the lines, $L_i$.

Example 9.3. For $\phi: V_{\mathbb{P}^1} \to E$, if the dimension of $V$ is large enough relative to the degree of $E$, then the differential rank must be greater than one. Consider the line bundle $\mathcal{O}(d)$ on $\mathbb{P}^1$ with $d > 0$. Let $V \subset \Gamma(\mathbb{P}^1, \mathcal{O}(d))$ be a sub-vector space of dimension $n+1$ of globally generating sections, i.e., so that the corresponding map

$$\phi: V_{\mathbb{P}^1} \to \mathcal{O}(d)$$

is surjective. We have the osculating bundle of order $r$, (§4 and A.8):

$$\mu^r: V_{\mathbb{P}^1} \to G^r(\mathcal{O}(d))$$

Proposition 9.3.1. Assume that the characteristic of $k$ is zero or greater than $d$; then

$$\deg G^r(\mathcal{O}(d)) \geq (r + 1)(n - r)$$

Proof. By Theorem B.2.3, $\text{rk} G^i(\mathcal{O}(d)) = i + 1$ and

$$\deg G^i(\mathcal{O}(d)) = (i + 1)(d - i) - \sum_{j=1}^{i} \alpha_j$$

for $i = 1, \ldots, n$ where the $\alpha_j$ are the inflectionary numbers for $\phi$. In particular,

$$(*) \quad \deg G^r(\mathcal{O}(d)) = (r + 1)(d - r) - \sum_{i=1}^{r} \alpha_i$$

and $V_{\mathbb{P}^1} = G^n(\mathcal{O}(d))$ so that

$$(**) \quad \sum_{i=1}^{n} \alpha_i = (n + 1)(d - n)$$

Combining $(*)$ and $(**)$ and using the fact that $\alpha_i \leq \alpha_{i+1}$ gives

$$(***) \quad \deg G^r(\mathcal{O}(d)) = (r + 1)(d - r) - (n + 1)(d - n) + \alpha_{r+1} + \cdots + \alpha_n$$

$$\geq (r + 1)(d - r) - (n + 1)(d - n) + (n - r)\alpha_r$$

Again using that $\alpha_i \leq \alpha_{i+1}$, $(*)$ yields

$$r\alpha_r \geq (r + 1)(d - r) - \deg G^r(\mathcal{O}(d))$$

Along with $(***)$, this says

$$\deg G^r(\mathcal{O}(d)) \geq (r + 1)(d - r) - (n + 1)(d - n)$$

$$+ \left(\frac{n - r}{r}\right)(r + 1)(d - r) - \deg G^r(\mathcal{O}(d)))$$

$$\implies \deg G^r(\mathcal{O}(d)) \geq (r + 1)(d - r) - \left(\frac{r}{n}\right)(n + 1)(d - n)$$

$$\geq (r + 1)(d - r)$$

$$\geq (r + 1)(n - r) \quad \square$$
Note. To see that equality is possible in Proposition 9.3.1, let \( d = n \) and \( V = \Gamma(\mathbb{P}^1, \mathcal{O}(n)) \). Then \( G^r(\mathcal{O}(n)) = \mathbb{P}^r(\mathcal{O}(n)), \) (cf. B.3.1), and \( \deg \mathbb{P}^r(\mathcal{O}(n)) = (r + 1)(n - r) \), (cf. A.3.2).

**Corollary 9.3.2.** Assume the characteristic of \( k \) is zero. Let \( E \) be a vector bundle of rank \( r \) on \( \mathbb{P}^1 \), and let \( V \subseteq \Gamma(\mathbb{P}^1, E) \) be a subspace of dimension \( n \) of generating sections. If the corresponding surjection

\[
V_{\mathbb{P}^1} \rightarrow E
\]

has differential rank one, then

\[
\deg E \geq r(n - r)
\]

**Proof.** This follows directly from Corollary 6.2.2 and Proposition 9.3.1. \( \square \)

**Example 9.4.** Corollary 9.3.2 shows that if \( n \) is large enough compared to the degree of \( E \), then \( \text{drk}_1 \phi > 1 \). It would be nice to find similar bounds for \( n \) determining when \( \text{drk}_1 \phi \) is larger than any given value. At one extreme, if \( V = \Gamma(\mathbb{P}^1, E) \) with \( E \) any bundle (with no trivial factors) generated by global sections, then \( \phi \) has full differential rank, i.e., \( \text{drk}_1 \phi \) is as large as possible, namely \( \text{rk} E \), and \( E_1 = 0 \). The reason for this is that if \( E = \bigoplus_{i=1}^r \mathcal{O}(n_i) \), then by (A.6.3.1), the Taylor series map \( \nu_1^i \) breaks up into a direct sum of the Taylor series maps

\[
\nu_1^i : \Gamma(\mathbb{P}^1, \mathcal{O}(n_i))_{\mathbb{P}^1} \rightarrow \mathbb{P}^1(\mathcal{O}(n_i))
\]

for \( i = 1, \ldots, r \). Each of these Taylor series maps is surjective (by direct calculation or (B.3.1)). Thus, by (2.3), \( E_1 = 0 \).

We might expect that if \( E \) is a bundle with no trivial factors on an arbitrary curve, \( X \), and generated by global sections, then the natural map \( \Gamma(X, E)_X \rightarrow E \) would have full differential rank. But this is not the case:

**Proposition 9.4.1.** Let \( E \) be an indecomposable bundle of rank \( r \) on an elliptic curve \( X \) with \( 2r > \deg E > r \). Then \( E \) is generated by global sections, but the natural evaluation map

\[
\phi : \Gamma(X, E)_X \rightarrow E
\]

does not have full differential rank, i.e., \( E_1 \neq 0 \).

**Proof.** First note that such bundles, \( E \), exist, ([Br]). If \( \phi \) had full differential rank, then, by definition, the map

\[
\partial : S_E \rightarrow \Omega_{X/k} \otimes E
\]

is generically surjective. This says that

\[
\dim \Gamma(X, E) \geq 2r
\]

(cf. 9.1). In our case, \( \deg E > r \) implies that \( E \) is generated by global sections and \( \dim \Gamma(X, E) = \deg E < 2r \), ([Br, Lemma A1]). Hence, \( \phi \) cannot have full differential rank. \( \square \)
Example 9.5. We classify all surjections $V_X \to E$ where $X$ is an arbitrary smooth projective curve and $\deg E = 3$. First, consider the bundle $E = \mathcal{O}(1) \oplus \mathcal{O}(2)$ on $\mathbb{P}^1$. We want to see which differential ranks and torsion numbers are possible for a surjection

$$\phi: V_{\mathbb{P}^1} \to E$$

We may assume by (3.1) that $V \subset \Gamma(\mathbb{P}^1, E)$. To simplify matters, also assume that the characteristic of $k$ is zero.

$\dim V = 5$: If $\dim V = 5$, then $V = \Gamma(\mathbb{P}^1, E)$, and $\phi$ is the ordinary evaluation map. It can be represented by the matrix

$$\begin{bmatrix} x & y & 0 & 0 & 0 \\ 0 & 0 & x^2 & xy & y^2 \end{bmatrix}$$

Hence, the corresponding map $f: \mathbb{P}^1 \to G_1 \mathbb{P}^4$ comes from joining points on a line in $\mathbb{P}^4$ with matching points on a conic in a disjoint plane. The union of the lines $f(p)$ is a rational normal scroll. It is straightforward to check that $\text{drk}_1 \phi = 2$, and that there is no torsion.

$\dim V = 4$: In this case, $\text{drk}_1 = 2$ and $\text{tor}_1 \phi$ has length two. If the differential rank were one, then $E_1$ would be a line bundle, and comparing ranks, the natural map $E \to G_1(E_1)$ of (4.2) would be an isomorphism. Proposition 9.3.1 shows this is not possible. Thus, $\text{drk}_1 = 2$ and

$$\partial: S_E \to \Omega_{X/k} \otimes E$$

is injective and generically surjective. The first torsion number is

$$\text{length(cok } \partial) = \deg(\Omega_{X/k} \otimes E) - \deg S_E = 2$$

The torsion sheaf can be supported at one point, e.g.,

$$\phi = \begin{bmatrix} x & y & 0 & 0 \\ 0 & x^2 & xy & y^2 \end{bmatrix}$$

or it can be supported at two points, e.g.,

$$\phi = \begin{bmatrix} x & 0 & y & 0 \\ 0 & x^2 & xy & y^2 \end{bmatrix}$$

Direct calculation shows that in (*)& (**) it is supported at the points $x = 0$ and $y = 0$.

Consider the maps $f, g: \mathbb{P}^1 \to G_1 \mathbb{P}^3$ corresponding to (*)& (**), respectively. The associated locii

$$\{f(p)\}_{p \in \mathbb{P}^1}, \quad \{g(p)\}_{p \in \mathbb{P}^1}$$

are the two types of cubic ruled surfaces in $\mathbb{P}^3$, (cf. [E, §37]). The former comes from projecting the rational normal scroll of degree three in $\mathbb{P}^4$ that we just considered from a point lying on a tangent to the scroll. The latter comes from projecting from a general point.
$\dim V = 3$: If $\dim V = 3$, then $S_E = \mathcal{O}(-3)$ is a line bundle; so $\text{drk}_1 \phi = 1$. By the Piene duality theorem, (7.2.1), there is a commutative diagram

$$
\begin{array}{ccc}
0 & \longrightarrow & \mathcal{O}(-3) \\
\downarrow & & \downarrow \phi \\
0 & \longrightarrow & G^1(\mathcal{O}(3))^* \\
\end{array}
\begin{array}{ccc}
j & \longrightarrow & V_{p_1} \\
\phi & \longrightarrow & E \\
\phi_1 & \longrightarrow & E_1 \\
\downarrow & & \downarrow \\
0 & \longrightarrow & 0
\end{array}
$$

The map $\mathbb{P}^1 \to \mathbb{P}^2$ corresponding to $\phi_1$ is the dual of that corresponding to $j^*: V^* \to \mathcal{O}(3) = S_E^*$. So there are two possibilities, depending on whether $j^*$ represents a nodal cubic or a cuspidal cubic. If the former, then $E_1 \cong \mathcal{O}(4)$ since the dual of the nodal cubic is a quartic. From the exact sequences

(†) \hspace{1cm} 0 \to S_E \to \Omega_{X/k} \otimes E \to \text{cok } \partial \to 0

and

(‡) \hspace{1cm} 0 \to \text{tor}_1 \phi \to \text{cok } \partial \to \Omega_{X/k} \otimes E_1 \to 0

it follows that $\text{tor}_1 \phi = 0$.

If $j^*$ corresponds to a cuspidal cubic, then $E_1 \cong \mathcal{O}(3)$ since the dual of a cuspidal cubic is a cuspidal cubic. The exact sequences (†), (‡) show that $\text{length}(\text{tor}_1 \phi) = 1$.

9.5.1. **Arbitrary Curves of Degree Three.** Let $E$ be a vector bundle of rank $r$ and degree three on an arbitrary curve, $X$, and let $V \subset \Gamma(X, E)$ be a subspace of generating sections with evaluation map

$\phi: V_X \to E$

To avoid trivial cases, assume that the corresponding map

$\begin{array}{ccc}
f: X \to G(V, r) \\
\text{Pflicker} & \text{Pflicker} & \text{Pflicker} \\
\end{array}
\begin{array}{ccc}
\longrightarrow & \multimap & \longrightarrow \\
\begin{array}{ccc}
\mathbb{P}^N & \mathbb{P}^N & \mathbb{P}^N \\
\end{array}
\end{array}$

expresses $X$ as a cubic curve in $\mathbb{P}^N$, i.e., $f$ is birational to its image. Therefore, $X$ is either a twisted cubic or a plane cubic. So either $X$ is rational, and we are reduced to the case just considered in example (9.5), or $X$ is elliptic. If $X$ is elliptic, write $E = \oplus_{i=1}^m E^i$ where each $E^i$ is indecomposable. Since each $E^i$ is generated by global sections, either $E^i \cong \mathcal{O}_X$ or $\deg E^i > \text{rk } E^i$, ([Br, Lemma A1]). Therefore, forgetting about trivial factors, (6.1), there are two possibilities:

a) $E$ is a line bundle and $\phi$ corresponds to a smooth plane cubic.

b) $E$ is an indecomposable bundle of rank two. Then $\dim \Gamma(X, E) = 3$, ([Br, A.4]); so $V = \Gamma(X, E)$. By the duality theorem, (7.2.1), there is a commutative diagram

$$
\begin{array}{ccc}
0 & \longrightarrow & \mathcal{O}(-3P) \\
\downarrow & & \downarrow \phi \\
0 & \longrightarrow & G^1(\mathcal{O}(3P))^* \\
\end{array}
\begin{array}{ccc}
\longrightarrow & \longrightarrow & \longrightarrow \\
V_X & E & E_1 \\
\downarrow & \downarrow & \downarrow \\
0 & \longrightarrow & 0
\end{array}
$$

for some point $P \in X$. By (B.3.4) and Theorem B.2.3, $G^1(\mathcal{O}(3P)) = \mathbb{P}^1(\mathcal{O}(3P))$. Therefore, $\deg E_1 = \deg G^1(\mathcal{O}(3P)) = 6$. The map $f: X \to G^1\mathbb{P}^3$ from $\phi$ gives the envelope of tangent lines to a plane elliptic sextic. From the sequences (†) and (‡), it follows $\text{tor}_1 \phi = 0$. 
**Example 9.6.** If the characteristic of \( k \) is zero or greater than \( t \), then any sequence of differential ranks
\[
d_1 \geq \cdots \geq d_t \geq d_{t+1} = 0
\]
can occur. For example, on \( \mathbb{P}^1 \), consider the bundle
\[
E = \bigoplus_{i=0}^{t-1} \mathbb{P}^i(\mathcal{O}(i+1))^{\oplus(d_{i+1}-d_{i+2})}
\]
For each \( i \), there is the natural Taylor series map
\[
\nu^i : \Gamma(\mathbb{P}^1, \mathcal{O}(i+1))_{\mathbb{P}^1} \to \mathbb{P}^i(\mathcal{O}(i+1))
\]
Take a direct sum of \( d_{i+1} - d_{i+2} \) copies of this map and then sum over \( i \) to get
\[
\phi : V_{\mathbb{P}^1} = \left[ \bigoplus_{i=0}^{t-1} \Gamma(\mathbb{P}^1, \mathcal{O}(i+1))^{\oplus(d_{i+1}-d_{i+2})} \right]_{\mathbb{P}^1} \to E
\]
By (A.6.3.1) and Proposition 6.3.1
\[
E_j = \bigoplus_{k=j}^{t-1} \mathbb{P}^{i-j}(\mathcal{O}(i+1))^{\oplus(d_{i+1}-d_{i+2})}
\]
Therefore,
\[
drk \phi = \text{rk} \, E_{j-1} - \text{rk} \, E_j
\]
\[
= \sum_{i=j}^{t-1} (i-j+2)(d_{i+1}-d_{i+2}) - \sum_{i=j}^{t-1} (i-j+1)(d_{i+1}-d_{i+2})
\]
\[
= \sum_{i=j}^{t-1} (d_{i+1}-d_{i+2})
\]
\[
= d_j
\]

**Example 9.7.** Any sequence of nonnegative integers
\[
k_1, \ldots, k_n
\]
can occur as the sequence of torsion numbers at a point. To see this, let
\[
\alpha_i = \sum_{j=1}^{i} k_{n-j+1}
\]
for \( i = 1, \ldots, n \), and define the map
\[
f : \mathbb{C} \to G(\mathbb{C}^{\otimes n+1}) \cong \mathbb{P}^n
\]
\[
z \mapsto (1, z^{1+\alpha_1}, z^{2+\alpha_2}, \ldots, z^{t+\alpha_n})
\]
Let \( \mathcal{L} \) be the line bundle, \( \mathbb{C} \times \mathbb{C} \), on \( \mathbb{C} \), and consider the map of §4,
\[
\mu^{n-1} : \mathbb{C}^{n+1} \to G^{n-1}(\mathcal{L})
\]
It suffices to check the following
Claim. The $i$-th torsion number of $\mu_{n-1}$ is $\alpha_{n-i+1} - \alpha_{n-i} = k_i$.

Sketch of Proof. We need a local version of Theorem 8.1.1. The map $\delta$ of (A.7) induces a commutative diagram with exact rows

$$
\begin{array}{cccccc}
0 & \longrightarrow & G^1(G^{k-1}(\mathcal{L})) & \longrightarrow & P^k(\mathcal{L}) & \longrightarrow & \text{cok}_k & \longrightarrow & 0 \\
\downarrow{\alpha} & & \downarrow{\delta} & & \downarrow{\beta} & & & & \\
0 & \longrightarrow & P^1(G^{k-1}(\mathcal{L})) & \longrightarrow & P^1(P^{k-1}(\mathcal{L})) & \longrightarrow & P^1(\text{cok}_{k-1}) & \longrightarrow & 0
\end{array}
$$

The map $\alpha$ comes from the Taylor series map $\mathbb{C}^{n+1} \rightarrow P^1(G^{k-1}(\mathcal{L}))$. By Proposition 6.3.1, the $i$-th derived bundle of $\mu_{n-1}$ is $G^{n-i-1}(\mathcal{L})$. Hence, $\text{cok} \alpha$ modulo torsion is $\Omega_{X/k} \otimes G^{k-2}(\mathcal{L})$, (cf. 2.3).

By (A.8.3), $G^1(G^{k-1}(\mathcal{L})) \cong G^k(\mathcal{L})$. Therefore, in the diagram, $\text{cok}_i$ is the cokernel of the $i$-th Taylor series map, $i = k - 1, k$. Theorem B.2.3, (cf. B.2.3.3) yields

$$(*) \quad \text{length}_z(\text{cok}_k) = \alpha_1 + \cdots + \alpha_k$$

Similarly, $\text{length}_z(\text{cok}_{k-1}) = \alpha_1 + \cdots + \alpha_{k-1}$; hence, the fundamental exact sequence, (A.3.2), shows that

$$(**) \quad \text{length}_z(P^1(\text{cok}_{k-1})) = 2(\alpha_1 + \cdots + \alpha_{k-1})$$

By Proposition A.7.8, $\delta$ is an inclusion. Thus, the snake lemma gives an exact sequence

$$0 \rightarrow \text{cok} \alpha/\ker \beta \rightarrow \text{cok} \delta \rightarrow \text{cok} \beta \rightarrow 0$$

The proof of Proposition A.7.8 shows that $\text{cok} \delta = \Omega_{X/k} \otimes P^{k-2}(\mathcal{L})$. Hence, $\text{cok} \alpha/\ker \beta$ is torsion free; it is the $(n-k+1)$-th derived bundle of $\mu_{n-1}$, $\Omega_{X/k} \otimes G^{k-2}(\mathcal{L})$, and $\ker \beta$ is the corresponding torsion divisor. The map, $\text{cok} \alpha/\ker \beta \rightarrow \text{cok} \delta$ is just the natural inclusion, $G^{k-2}(\mathcal{L}) \rightarrow P^{k-2}(\mathcal{L})$ tensored by $\Omega_{X/k}$. Hence,

$$\text{length}_z(\text{cok} \beta) = \alpha_1 + \cdots + \alpha_{k-2}$$

It follows from $(*)$ and $(**)$ that the $(n-k+1)$-th torsion number is

$$\text{length}_z(\ker \beta) = \alpha_k - \alpha_{k-1}$$

as required. \hfill \Box
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Introduction. This appendix gathers together the main facts about principal parts sheaves and is intended as a technical reference for the paper. For the most part, it is a compilation of results found in [G], [K1], and [Pil], worked out in the detail necessary for our applications. Propositions 7.8 and 8.3, used throughout the paper, are new results.

A.1. Definition of the Principal Parts Sheaf. Let \( u: X \to S \) be a morphism of schemes and \( \mathcal{F} \) an \( \mathcal{O}_X \)-module. Let \( \Delta_{(t)} \) be the \( t \)-th infinitesimal neighborhood of the diagonal. It is defined as a subscheme of \( X \times_S X \) by the ideal \( \mathcal{I}^{t+1} \) where \( \mathcal{I} \) is the ideal of the ordinary diagonal \( \Delta = \Delta_{(0)} \). In the following diagram, let \( i \) denote the inclusion map and \( \pi_1, \pi_2 \) the natural projections:

\[
\begin{array}{ccc}
\Delta_{(t)} & \xrightarrow{i} & X \times_S X \\
\downarrow \pi_1 & & \downarrow \pi_2 \\
X & \xrightarrow{\pi} & X \\
\downarrow u & & \downarrow u \\
& S & 
\end{array}
\]

(1.1)

Let \( p = \pi_1 \circ i \) and \( q = \pi_2 \circ i \).

Definition 1.2. \( P^t(\mathcal{F}) = p_* q^* \mathcal{F} = \pi_{1*}(\mathcal{O}_{X \times X}/\mathcal{I}^{t+1} \otimes \pi_2^* \mathcal{F}) \) is called the sheaf of \( t \)-th order principal parts of \( \mathcal{F} \) over \( S \) or the \( t \)-jets of sections of \( \mathcal{F} \) over \( S \).

Applying \( \pi_{1*} \) the the natural surjection

\[
(*) \quad \mathcal{O}_{X \times X}/\mathcal{I}^{t+1} \otimes \pi_2^* \mathcal{F} \to \mathcal{O}_{X \times X}/\mathcal{I}^t \otimes \pi_2^* \mathcal{F}
\]

gives a map

\[
(1.3) \quad P^t(\mathcal{F}) \to P^{t-1}(\mathcal{F})
\]

which is a surjection since the sheaves on \( (*) \) are supported on \( \Delta \) and \( \pi_1|_{\Delta} \) is a homeomorphism. Since tensor products respect direct sums, so does this surjection.

A.2. Functorial Properties. \( \mathcal{F} \to P^t(\mathcal{F}) \) is a covariant functor from the category of \( \mathcal{O}_X \)-modules to itself. In this section we summarize its most basic properties.

2.1. If \( X \) is noetherian, \( u \) of finite type, and \( \mathcal{F} \) quasi-coherent, then \( P^t(\mathcal{F}) \) is quasi-coherent. If \( X \) is noetherian, \( X \to S \) proper, and \( \mathcal{F} \) coherent, then \( P^t(\mathcal{F}) \) is coherent, ([H, II.5.8]). For \( X \to S \) smooth, if \( \mathcal{F} \) is locally free, so is \( P^t(\mathcal{F}) \), (Proposition 3.3).
2.2. Since \( q^* \) and \( p_* \) preserve direct sums, so does \( \mathbb{P}^t(\cdot) \).

2.3. If we restrict \( \mathbb{P}^t(\cdot) \) to act on locally free sheaves, then it is exact. This is because pulling back locally free sheaves is always exact and \( p_* \) is exact since it is a homemorphism.

2.4. Let \( f: X \to Y \) be a morphism of schemes over \( S \). There is a map

\[
f^* \mathbb{P}^t(\mathcal{F}) \to \mathbb{P}^t(f^*\mathcal{F})
\]

This map is mentioned in [K1] and in [Pi1]; we construct it in the proof of Proposition 3.4, below. In particular, if \( X \to S \) is a finite type, separated morphism of noetherian schemes, e.g., a variety over a field, and \( U \subset X \) is an open subscheme, then \( \mathbb{P}^t(\mathcal{F}|_U) \cong \mathbb{P}^t(\mathcal{F}|_U) \): this follows from a commutativity property of pullbacks and pushforwards, ([H, II.9.3]). We will only need this result in the special case where \( X \to S \) is smooth and \( \mathcal{F} \) is locally free, (Corollary 3.5).

2.5. It is clear from the definition of the natural surjection \( \mathbb{P}^t(\mathcal{F}) \to \mathbb{P}^{t-1}(\mathcal{F}) \) of (1.3), that it is functorial, i.e., given a map of sheaves \( \mathcal{F} \to \mathcal{G} \), there is a natural commutative diagram

\[
\begin{array}{ccc}
\mathbb{P}^t(\mathcal{F}) & \longrightarrow & \mathbb{P}^t(\mathcal{G}) \\
\downarrow & & \downarrow \\
\mathbb{P}^{t-1}(\mathcal{F}) & \longrightarrow & \mathbb{P}^{t-1}(\mathcal{G})
\end{array}
\]

2.6. It is also clear that the natural surjections of (1.3) preserve direct sums.

A.3. **Fundamental Exact Sequence.** Assume now that \( \mathcal{I} \) is locally generated by a regular sequence, e.g., \( X \to S \) smooth, and assume \( \mathcal{F} \) is locally free of rank \( r \). Apply \( \pi_1^* (\cdot \otimes \pi_2^* \mathcal{F}) \) to the exact sequence

\[
0 \to \mathcal{I}^t / \mathcal{I}^{t+1} \to \mathcal{O}_{X \times X} / \mathcal{I}^{t+1} \to \mathcal{O}_{X \times X} / \mathcal{I}^t \to 0
\]

(3.1) to get the fundamental exact sequence

\[
0 \to \mathcal{S}^t(\Omega_{X / S}) \otimes \mathcal{F} \to \mathbb{P}^t(\mathcal{F}) \to \mathbb{P}^{t-1}(\mathcal{F}) \to 0.
\]

(3.2)

where \( \mathcal{S}^t(\Omega_{X / S}) \) denotes the \( t \)-th symmetric power of the relative cotangent bundle. One assumes that \( \mathcal{I} \) is locally generated by a regular sequence so that \( \mathcal{I}^t / \mathcal{I}^{t+1} \cong \mathcal{S}^t(\Omega) \), ([F, A.6.1]). Note that \( \pi_1^* \) preserves the exactness of (3.1) since the sheaves involved are supported on \( \Delta \) which is homeomorphic to \( X \). By induction and the fact that \( \mathbb{P}^0(\mathcal{F}) = \mathcal{F} \) we get

**Proposition 3.3.** Suppose \( X \) has dimension \( n \). Let \( X \to S \) be smooth and \( \mathcal{F} \) a locally free sheaf of rank \( r \) on \( X \). Then \( \mathbb{P}^t(\mathcal{F}) \) is locally free of rank \( r \cdot \binom{n+t}{t} \).

Given a map as in (2.4), there is a corresponding map between fundamental exact sequences:
Proposition 3.4. Let \( X \) and \( Y \) be smooth \( S \)-schemes and \( \mathcal{F} \) a locally free sheaf on \( Y \). If \( f : X \to Y \) is a morphism of \( S \)-schemes, the map of (2.4) induces a map of exact sequences

\[
0 \longrightarrow S^t(f^*\Omega_Y/S) \otimes f^*\mathcal{F} \longrightarrow f^*\mathcal{P}^t(\mathcal{F}) \longrightarrow f^*\mathcal{P}^{t-1}(\mathcal{F}) \longrightarrow 0
\]

\[(*) \quad \downarrow \quad S^t(df) \otimes Id \quad \downarrow \quad \downarrow \quad \downarrow \]

\[
0 \longrightarrow S^t(\Omega_{X/S}) \otimes f^*\mathcal{F} \longrightarrow \mathcal{P}^t(f^*\mathcal{F}) \longrightarrow \mathcal{P}^{t-1}(f^*\mathcal{F}) \longrightarrow 0
\]

where \( df : f^*\Omega_Y/S \to \Omega_{X/S} \) is the cotangent map.

Proof. Using the notation in (A.1), let \( \pi_{X,i} = \pi_i \) for \( i = 1, 2 \). There is corresponding diagram for defining principal parts bundles on \( Y \) with projections \( \pi_{Y,i}, i = 1, 2 \). Let \( \mathcal{I} \) (respectively, \( \mathcal{J} \)) be the ideal of the diagonal in \( X \times_S X \) (respectively, \( Y \times_S Y \)). The map \( f \) induces a commutative diagram

\[
0 \longrightarrow \mathcal{J}^t/\mathcal{J}^{t+1} \longrightarrow \mathcal{O}_{Y \times Y}/\mathcal{J}^{t+1} \longrightarrow \mathcal{O}_{Y \times Y}/\mathcal{J}^t \longrightarrow 0
\]

\[
0 \longrightarrow (f \times f)^*\mathcal{I}^t/\mathcal{I}^{t+1} \longrightarrow (f \times f)^*\mathcal{O}_{X \times X}/\mathcal{I}^{t+1} \longrightarrow (f \times f)^*\mathcal{O}_{X \times X}/\mathcal{I}^t \longrightarrow 0
\]

Apply \( f^*\pi_{Y,1*}(\cdot \otimes \pi_{Y,2}^*\mathcal{F}) \) to this diagram to get

\[
0 \longrightarrow S^t(f^*\Omega_Y/S) \otimes f^*\mathcal{F} \longrightarrow f^*\mathcal{P}^t(\mathcal{F}) \]

\[
0 \longrightarrow f^*\pi_{Y,1*}((f \times f)_*\mathcal{I}^t/\mathcal{I}^{t+1} \otimes \pi_{Y,2}^*\mathcal{F}) \longrightarrow f^*\pi_{Y,1*}((f \times f)_*\mathcal{O}_{X \times X}/\mathcal{I}^{t+1} \otimes \pi_{Y,2}^*\mathcal{F})
\]

(continuing from above)

\[
\cdots \longrightarrow f^*\mathcal{P}^{t-1}(\mathcal{F}) \longrightarrow 0
\]

\[
\cdots \longrightarrow f^*\pi_{Y,1*}((f \times f)_*\mathcal{O}_{X \times X}/\mathcal{I}^t \otimes \pi_{Y,2}^*\mathcal{F}) \longrightarrow 0
\]

Again, we are using the smoothness of \( Y \to S \) to identify \( \mathcal{J}^t/\mathcal{J}^{t+1} \) with \( S^t(\Omega_Y/S) \). We also use the standard fact that taking symmetric powers commutes with pullbacks.

Now use the maps

\[
f^*\pi_{Y,1*} \to \pi_{X,1*}(f \times f)^*
\]

\[(f \times f)^*\pi_{Y,2}^* = \pi_{X,2}^*f^*
\]

\[\pi_{Y,1*}(f \times f)_* = f_*\pi_{X,1*}\]

\[f^*f_* \to 1\]
(For the first map, cf. [H, II.9.3].) Applying these to the first sheaf on the bottom of the previous diagram yields

\[ f^*\pi_{Y,1*}((f \times f)_*T / T^{t+1} \otimes \pi_{Y,2}^*F) = f^*\pi_{Y,1*}(f \times f)_*T / T^{t+1} \otimes f^*\pi_{Y,1*}\pi_{Y,2}^*F = f^*f_{*}\pi_{X,1*}T / T^{t+1} \otimes \pi_{X,1*}(f \times f)^*\pi_{Y,2}^*F \to \pi_{X,1*}T / T^{t+1} \otimes \pi_{X,1*}\pi_{X,2}^*f^*F = S^t\Omega_{X/S} \otimes f^*F \]

Similarly, \( f^*\pi_{Y,1*}((f \times f)_*O_{X \times X} / T^{t+1} \otimes \pi_{Y,2}^*F) = P^t(F) \). Finally, a similar argument applies to the sheaf on the bottom right of the diagram. We thus get (*). The left-most vertical map of (*) has the right form since \( df \) comes from the natural map

\[ J / J^2 \to (f \times f)_*I / I^2 \]

while the left-most vertical map of the first diagram of this proof is obtained by taking symmetric powers of this map

\[ J^t / J^{t+1} = S^t(J / J^2) \to (f \times f)_*S^t(I / I^2) = (f \times f)_*I^t / I^{t+1} \]

(cf. [F, B.7.1]). □

**Corollary 3.5.** Let \( U \) be an open subset of a smooth \( S \)-scheme \( X \), and let \( F \) be a locally free sheaf on \( X \). Then

\[ P^t(F)|_U = P^t(F|_U) \]

**Proof.** Apply Proposition 3.4 to the inclusion \( f: U \hookrightarrow X \). The case \( t = 1 \) follows from the 5-lemma and the fact that \( \Omega_{U/S} = \Omega_{X/S}|_U \). The general case follows from Proposition 3.4 by induction using the 5-lemma and the fact that pullbacks commute with taking symmetric powers:

\[ S^t(\Omega_{U/S}) = S^t(f^*\Omega_{X/S}) = f^*S^t(\Omega_{X/S}) \]

□

**Note.** As mentioned earlier, Corollary 3.5 is true more generally for \( X \to S \) a finite type, separated morphism of Noetherian schemes and \( F \) any sheaf. However, we will not need this in the paper.

**A.4. Local Trivialization of \( P^t(E) \).** Let \( X \to S \) be smooth and \( E \) be a bundle (locally free sheaf) on \( X \). This section gives local coordinates for the jets of sections of \( E \). To make notation simpler, we will mainly consider the case where \( X \to S \) has relative dimension 1, e.g., a nonsingular curve over an algebraically closed field. Remark 4.9, at the end of this section, discusses the modifications necessary for higher relative dimensions.

Let \( U = \text{Spec} A \) be an open affine subset of \( X \) and \( V = \text{Spec} B \) be an open affine subset of \( S \) with \( U \subset u^{-1}(V) \). Let \( I \) denote the kernel of the map

\[ A \otimes_B A \to A \]

\[ a \otimes b \mapsto ab \]
So \( \mathcal{I} \cong \mathcal{I}|_U \), and \( \mathcal{I}/\mathcal{I}^2 \cong \Omega|_U \), the relative cotangent bundle of \( X \to S \) restricted to \( U \). The ideal \( \mathcal{I} \) is generated by \( \{da\}_{a \in A} \) where \( da = 1 \otimes a - a \otimes 1 \), ([M, Chapter 9]). With this notation, the exact sequence (3.2) restricted to \( U \) and with \( \mathcal{F} = \mathcal{O}_X \) becomes

\[
0 \to \mathcal{I}^t / \mathcal{I}^{t+1} \to (A \otimes_B A)/\mathcal{I}^{t+1} \to (A \otimes_B A)/\mathcal{I}^t \to 0
\]

We are free to identify \( \Omega^\otimes t|_U \) with \( \mathcal{I}^t / \mathcal{I}^{t+1} \) since \( X \to S \) is smooth. (We have also used that \( \mathcal{P}^t(E)|_U \cong \rho^t(E)|_U \), (2.4).)

Now take \( U \) small enough so that \( \Omega|_U \) is trivial with generator \( dz = 1 \otimes z - z \otimes 1 \). By induction on \( t \), it follows that \( (A \otimes_B A)/\mathcal{I}^{t+1} \) is a free \( A \)-module with basis the image of \( \{(dz)^i\}_{i=0}^{t} \). Define a map \( \partial_z : A \to A \) by the formula \( db = 1 \otimes b - b \otimes 1 = \partial_z b \). Inductively, define

\[
(4.1) \quad \partial_z^t : A \to A
\]

by \( \partial_z^t b = \partial_z (\partial_z^{t-1} b) \). Finally, define the map

\[
(4.2) \quad \beta_t : (A \otimes A)/\mathcal{I}^{t+1} \to A^\otimes t+1
\]

\[
\quad a \otimes b \mapsto a(b, \partial_z b, 1 \cdot 2! \partial_z^2 b, \ldots, 1 \cdot t! \partial_z^t b)
\]

**Note 4.3.** In order for this map to make sense, we make the assumption that the characteristic of each residue field of \( S \) is zero or greater than \( t \).

**Note 4.4.** If \( X \) is a nonsingular curve over an algebraically closed field \( k = S \), the completion of the local ring \( \mathcal{O}_{X,x} \) at a point \( x \in X \) is the ring of formal power series \( k[[z]] \) in a local parameter \( z \). By including \( \mathcal{O}_{X,x} \) in its completion, we may interpret \( \partial_z^t b \) as formal differentiation with respect to \( z \).

We will see that \( \beta_t \) is well-defined as part of

**Proposition 4.5.** \( \beta_t \) is an isomorphism.

**Proof.** It suffices to show that \( \beta_t(dz^j) = (0, \ldots, 0, 1, 0, \ldots, 0) \) with the 1 in the \((j+1)\)-th component. Since \( dz^{t+1} \mapsto 0 \), \( \beta_t \) is well-defined. The \((\ell+1)\)-th component of \( \beta_t(dz^j) \) is

\[
\beta_t(dz^j)_{\ell+1} = \beta_t((1 \otimes z - z \otimes 1)^j)_{\ell+1}
\]

\[
= \sum_{i=0}^{j} (-1)^i {j \choose i} \frac{1}{i!} z^i \partial_z^i (z^j - i)
\]

\[
= z^{-\ell} \sum_{i=1}^{j} (-1)^i {j \choose i} \left( \frac{j-i}{\ell} \right)
\]

where \( \binom{a}{b} = 0 \) for \( b > a \). However,

\[
\sum_{i=1}^{j} (-1)^i \frac{j \choose i} \left( \frac{j-i}{\ell} \right) = \frac{1}{\ell!} \partial_z^j (z-1)^j \bigg|_{z=1} = \begin{cases} 1 & j = \ell \\ 0 & j \neq \ell \end{cases}
\]
as required. □

Let $E$ be an arbitrary vector bundle of rank $r$. Using (2.2) and the fact that $P^t(E)|_U \cong P^t(E|_U)$, Proposition 4.5 allows us to construct a local trivialization of $P^t(E)$. Use the notation from above and assume, in addition, that a trivialization $E|_U \cong O_U^{\oplus r}$ is chosen. Then

$$\Gamma(U, P^t(E)) \cong \frac{A \otimes A}{I^{t+1}} \otimes_A A^{\oplus r} \cong \left( \frac{A \otimes A}{I^{t+1}} \right)^{\oplus r} \xrightarrow{\beta_t^{\oplus r}} (A^{\otimes t+1})^{\oplus r}$$

where we consider $(A \otimes A)/I^{t+1}$ as a right $A$-module for the purpose of tensoring over $A$. By abuse of notation, we will call the composite of the above maps

$$\beta_t: \Gamma(U, P^t(E)) \rightarrow (A^{\otimes t+1})^{\oplus r}$$

Restricting (3.2) to $U$ gives an isomorphism of exact sequences

$$\begin{array}{c}
0 \rightarrow \Gamma(U, \Omega^{\otimes t} \otimes E) \rightarrow \Gamma(U, P^t(E)) \rightarrow \Gamma(U, P^{t-1}(E)) \rightarrow 0 \\
\downarrow \beta_{t-1} \quad \downarrow \beta_t \quad \downarrow \beta_{t-1} \quad & 0 \rightarrow \quad (A^{\otimes t+1})^{\oplus r} \rightarrow (A^{\otimes t})^{\oplus r} \rightarrow 0
\end{array}$$

The inclusion of $A^{\otimes t}$ in $A^{\otimes t+1}$ as the first $t$ factors induces a map $(A^{\otimes t})^{\oplus r} \rightarrow (A^{\otimes t+1})^{\oplus r}$ giving a splitting of the rows of (4.7). In sum, we have

**Corollary 4.8.** A choice of a local trivialization of $\Omega_{X/S}$ and $E$ determines a local trivialization of $P^t(E)$ for each $t$ and local splittings of the fundamental exact sequence (3.2).

**Remark 4.9.** The analysis given in this section requires little change if the dimension of $X$ is $n > 1$, the main difference being that in defining the map $\beta_t$ of (4.2), one must consider all mixed partials with respect to the local coordinates on $X$. To be specific, consider the case of $P^t(\mathcal{L})$ where $\mathcal{L}$ is a line bundle. Take an open affine $U = \text{Spec } A$ so that $\mathcal{L}|_U \cong O_U$ and $\Omega|_U \cong I/I^2$ as before. Take $U$ small enough so that $\Omega|_U$ is trivial, say $O_U^{\oplus n} \cong \Omega|_U$. Take the images of the standard basis elements of $O_U^{\oplus n}$ to get generators $dz_i = 1 \otimes z_i - dz_i \otimes 1, i = 1, \ldots n$ for $\Omega|_U$. Define a map

$$\beta_t: (A \otimes A)/I^{t+1} \rightarrow A^{\oplus (n+1)}$$

$$a \otimes b \mapsto a \left\{ \frac{1}{i_1! \cdots i_j!} \partial_{i_1} \cdots \partial_{i_j} b \right\}_{0 \leq j \leq t, \{i_1, \ldots, i_j\} \subset \{1, \ldots, n\}}$$

where $\partial_j b$ is defined by the formula $db = 1 \otimes b - b \otimes 1 = \sum_{j=1}^n \partial_j b dz_i$. As before, one may verify that $\beta_t$ is an isomorphism. If $E$ is any bundle on $X$, it is locally the direct sum of line bundles, and one takes a direct sum of $\beta_t$'s to get a trivialization of $P^t(E)|_U$. The analogue of (4.6) is

$$\beta_t: \Gamma(U, P^t(E)) \rightarrow (A^{\oplus (n+1)})^{\oplus r}$$
Diagram (4.7) becomes

\[ 0 \longrightarrow \Gamma(U, S^t(\Omega) \otimes E) \longrightarrow \Gamma(U, \mathcal{P}^t(E)) \longrightarrow \Gamma(U, \mathcal{P}^{t-1}(E)) \longrightarrow 0 \]

\[ (4.12) \begin{array}{c}
0 \longrightarrow (A^{\oplus \left( \frac{n+t-1}{i-1} \right)})^\otimes r \\
\beta \downarrow \quad \beta \downarrow \quad \beta \downarrow \end{array} \longrightarrow \quad \longrightarrow 0 \]

where \( \pi \) is the projection onto the first \( \left( \frac{n+t-1}{i-1} \right) \) factors.

**A.5. The Bimodule Structure on** \( \mathcal{P}^t(\mathcal{F}) \) **and the Map** \( d^t \). Recalling the notation of Definition 1.2, \( \mathcal{P}^t(\mathcal{O}_X) = p_* (\mathcal{O}_{\Delta(t)}) = p_* (\mathcal{O}_X \otimes \mathcal{O}_X / \mathcal{I}^{t+1}) \). By definition of \( p \), there is a map

\[ \mathcal{O}_X \rightarrow p_* (\mathcal{O}_{\Delta(t)}) = \mathcal{P}^t(\mathcal{O}_X) \]

defining the (usual) left module structure on \( \mathcal{P}^t(\mathcal{O}_X) \). By slight abuse of notation, we write

\[ (5.1) \quad \mathcal{O}_X \rightarrow (\mathcal{O}_X \otimes \mathcal{O}_X) / \mathcal{I}^{t+1} = \mathcal{P}^t(\mathcal{O}_X) \\
a \mapsto a \otimes 1 \]

On the other hand, we can derive the following map from \( q \), \([G, 16.7.5.1]\):

\[ (5.2) \quad d^t: \mathcal{O}_X \rightarrow (\mathcal{O}_X \otimes \mathcal{O}_X) / \mathcal{I}^{t+1} \\
a \mapsto 1 \otimes a \]

This defines the right module structure on \( \mathcal{P}^t(\mathcal{O}_X) \).

As pointed out in \([G, 16.7.2.1]\), basic properties of pullbacks and pushforwards yield an isomorphism

\[ (5.3) \quad \mathcal{P}^t(\mathcal{F}) \cong \mathcal{P}^t(\mathcal{O}_X) \otimes_{\mathcal{O}_X} \mathcal{F} \]

where in order to tensor over \( \mathcal{O}_X \), \( \mathcal{P}^t(\mathcal{O}_X) \) is considered as a right \( \mathcal{O}_X \)-module. Thus, \( \mathcal{P}^t(\mathcal{F}) \) inherits a bimodule structure from \( \mathcal{P}^t(\mathcal{O}_X) \). One way to see (5.3) is to check—using the notation of (A.1)—that the natural map

\[ \mathcal{P}^t(\mathcal{O}_X) \otimes \mathcal{F} = \pi_1_* (\mathcal{O}_X \otimes \mathcal{O}_X) / \mathcal{I}^{t+1}) \otimes \mathcal{F} \rightarrow \pi_1_* ((\mathcal{O}_X \otimes \mathcal{O}_X) / \mathcal{I}^{t+1} \otimes \pi_2^* \mathcal{F}) = \mathcal{P}^t(\mathcal{F}) \]

is an isomorphism. By abuse of notation, we will sometimes write

\[ \mathcal{P}^t(\mathcal{F}) = \frac{\mathcal{O}_X \otimes \mathcal{O}_X}{\mathcal{I}^{t+1}} \otimes \mathcal{F} \]

Define a map \([G, 16.7.5.1]\):

\[ (5.4) \quad d^t_{\mathcal{F}} = d^t: \mathcal{F} \rightarrow \mathcal{P}^t(\mathcal{F}) \cong \mathcal{P}^t(\mathcal{O}_X) \otimes_{\mathcal{O}_X} \mathcal{F} \\
s \mapsto (1 \otimes 1) \otimes s \]
This is a map of $\mathcal{O}_X$-modules if $P^t(\mathcal{F})$ is considered as a right module. The maps $d^t$ are compatible with the natural projections $pr_t: P^t(\mathcal{F}) \to P^{t-1}(\mathcal{F})$, (1.3). That is to say, $pr_t \circ d^t = d^{t-1}$.

Consider the case of a line bundle $\mathcal{L}$ on a nonsingular curve $X$ over an algebraically closed field. Using the trivialization described in (A.4) with $E = \mathcal{L}$, identify $\mathcal{L}$ with $A = \mathcal{O}_U(U)$ and $P^t(\mathcal{L})$ with $A^{\oplus t+1}$ via $\beta_t$, (4.6). Then the map $d_t$ may be thought of as taking truncated Taylor expansions of sections of $\mathcal{L}$

$$d^t: A \to A^{\oplus t+1}$$
$$a \mapsto (a, \partial_z a, \frac{1}{2!} \partial^2_z a, \ldots, \frac{1}{t!} \partial^t_z a)$$

A.6. The Taylor Series Map, $\nu^t$. With the notation of A.1, the natural maps $u^*u_* \to \pi_2^*\pi_1^*$ and $1 \to i_\ast i^*$ may be used to define what we will call the $t$-th Taylor series map, (cf. [K1], [P11]):

$$\nu^t: u^*u_*\mathcal{F} \to \pi_1^*\pi_2^*\mathcal{F}$$
$$\to \pi_1^*i_\ast i^*\pi_2^*\mathcal{F}$$
$$\cong P^t(\mathcal{F})$$

If $V$ is a sheaf on $S$ and $\phi: u^*V \to \mathcal{F}$ any map, then there is a natural map

$$V_X = u^*V \to u^*u_*u^*V \to u^*u_*\mathcal{F}$$

Composing this with the Taylor series map yields a map $V_X = u^*V \to P^t(\mathcal{F})$ which will also be called a Taylor series map and be denoted by $\nu^t_\phi$ or just $\nu^t$ if $\phi$ is clear from context. If we consider $P^t(\mathcal{F})$ as a left $\mathcal{O}_X$-module (as usual), then $\nu^t$ is an $\mathcal{O}_X$-module map.

If $X$ is a noetherian scheme and $S = \text{Spec } B$, then the Taylor series map is

$$\nu^t: \mathcal{H}^0(X, \mathcal{F}) \otimes_B \mathcal{O}_X \to P^t(\mathcal{F})$$

(cf. [H, 8.5]). With the notation of (A.5), we may write this as

$$\mathcal{H}^0(X, \mathcal{F}) \otimes_B \mathcal{O}_X \to P^t(\mathcal{F}) \cong P^t(\mathcal{O}_X) \otimes \mathcal{O}_X \mathcal{F}$$
$$s \otimes 1 \mapsto 1 \otimes 1 \otimes s$$

Therefore, we can also construct $\nu^t$ by taking global sections of $d^t: \mathcal{F} \to P^t(\mathcal{F})$ and then evaluating

$$\mathcal{H}^0(X, \mathcal{F}) \otimes_B \mathcal{O}_X \xrightarrow{d^t} \mathcal{H}^0(X, P^t(\mathcal{F})) \otimes_B \mathcal{O}_X \to P^t(\mathcal{F})$$

6.3. Functorial Properties of the Taylor Series Map.
6.3.1. The Taylor series map preserves direct sums since pullbacks, pushforwards, and the map $1 \to i_\ast i^*$ preserve direct sums.
6.3.2. The Taylor series map is compatible with the natural surjections \( P^t (\mathcal{F}) \to P^{t-1} (\mathcal{F}) \). To see this, let \( i_k : \Delta(k) \to X \times_S X \) denote the inclusion of the thickened diagonal (cf. A.1). The compatibility of the Taylor series map comes from applying \( \pi_1^* (\cdot) \pi_2^* \) to the natural commutative diagram of functors

\[
\begin{array}{c}
1 \\
\| \\
\downarrow \quad \downarrow \\
1 \\
\end{array} \quad \begin{array}{c}
i_{t*} i_t^* \\
\| \\
i_{t-1*} i_{t-1}^*
\end{array}
\]

and composing with the map \( u^* u_* \) of (6.1).

6.3.3. If \( \mathcal{F} \to \mathcal{G} \) is a map of sheaves on \( X \), the naturality of the map \( u^* u_* \to \pi_1^* \pi_1^* \) gives a commutative diagram

\[
\begin{array}{c}
u^* u_* \mathcal{F} \\
\downarrow \\
u^* u_* \mathcal{G}
\end{array} \quad \begin{array}{c}
\to P^t (\mathcal{F}) \\
\to P^t (\mathcal{G})
\end{array}
\]

(6.3.3.1)

where the horizontal maps are the Taylor series maps and the vertical maps are the natural ones.

In the paper, (6.3.3.1) is most often used in the following form:

**Proposition 6.3.3.2.** Let \( V \) and \( W \) be sheaves on \( S \), and let \( \mathcal{F} \) and \( \mathcal{G} \) be sheaves on \( X \). Suppose we are given a commutative diagram of sheaves on \( X \):

\[
\begin{array}{c}
V_X \\
\downarrow \\
\mathcal{F}
\end{array} \quad \begin{array}{c}
\longrightarrow W_X \\
\longrightarrow \mathcal{G}
\end{array}
\]

Then the following diagram commutes

\[
\begin{array}{c}
V_X \\
\downarrow \\
P^t (\mathcal{F})
\end{array} \quad \begin{array}{c}
\longrightarrow W_X \\
\longrightarrow P^t (\mathcal{G})
\end{array}
\]

where the vertical maps are the Taylor series maps and the horizontal maps are the natural ones.

**Proof.** This follows immediately from the expression for \( u^t \) given in (6.2). \( \square \)

6.3.4. Let \( S_E \) be the kernel of the map \( V_X \to \mathcal{F} \) from Proposition 6.3.3.2. Assume in addition that \( X \to S \) is smooth and \( \mathcal{F} \) is locally free. The compatibility of the Taylor series map with the standard projections, (6.3.2), gives a commutative diagram that is used repeatedly in the paper:

\[
\begin{array}{c}
0 \\
\downarrow \\
0
\end{array} \quad \begin{array}{c}
\longrightarrow S_E \\
\longrightarrow V_X \\
\longrightarrow \mathcal{F} \\
\longrightarrow 0
\end{array}
\]

(6.3.4.1)

\[
\begin{array}{c}
0 \\
\downarrow \\
0
\end{array} \quad \begin{array}{c}
\longrightarrow \Omega_{X/S} \otimes \mathcal{F} \\
\longrightarrow P^1 (\mathcal{F}) \\
\longrightarrow \mathcal{F} \\
\longrightarrow 0
\end{array}
\]

The bottom row of this diagram is the fundamental exact sequence (3.2). This diagram is functorial in \( \mathcal{F} \):
Proposition 6.3.4.2. With the notation as in (6.3.3.2), assume in addition that $X \to S$ is smooth and that $\mathcal{F}$ and $\mathcal{G}$ are locally free. Let $S_\mathcal{F}$ (respectively, $S_\mathcal{G}$) denote the kernel of the given map $V_X \to \mathcal{F}$ (respectively, $W_X \to \mathcal{G}$). Consider the natural commutative diagrams with exact rows
\[
\begin{array}{cccccc}
0 & \longrightarrow & S_\mathcal{F} & \longrightarrow & V_X & \longrightarrow & \mathcal{F} & \longrightarrow & 0 \\
(*) & & \downarrow & & \nu'/ & & \quad \quad \downarrow & & \\
0 & \longrightarrow & \Omega_{X/S} \otimes \mathcal{F} & \longrightarrow & \mathcal{P}^1(\mathcal{F}) & \longrightarrow & \mathcal{F} & \longrightarrow & 0 \\
\end{array}
\]
and
\[
\begin{array}{cccccc}
0 & \longrightarrow & S_\mathcal{G} & \longrightarrow & V_X & \longrightarrow & \mathcal{G} & \longrightarrow & 0 \\
(**) & & \downarrow & & \nu'/ & & \quad \quad \downarrow & & \\
0 & \longrightarrow & \Omega_{X/S} \otimes \mathcal{G} & \longrightarrow & \mathcal{P}^1(\mathcal{G}) & \longrightarrow & \mathcal{G} & \longrightarrow & 0 \\
\end{array}
\]
where the bottom rows of these diagrams are the fundamental exact sequences of (A.3). Proposition 3.4 induces a natural map of commutative diagrams $(*) \to (**)$.

6.3.5. Taylor series maps are compatible with the maps of (2.4), $f^* \mathcal{P}^t(\mathcal{F}) \to \mathcal{P}^{t-1}(\mathcal{F})$. This is immediate from the construction of the maps of (2.4), given in the proof of Proposition 3.4.

6.4. Description of the Taylor Series Map in Local Coordinates. Let $u: X \to S$ be smooth of some relative dimension, $\mathcal{F}$ be locally free of rank $r$, and $V$ be a locally free $\mathcal{O}_S$-module of rank $n$. Assume we are given a map
\[
\phi: V_X = u^* V \to \mathcal{F}
\]
We now want to give a careful local description of $\nu^t(\phi) = \nu^t$. So we may assume $X$ and $S$ are rings, $A$ and $B$, respectively, and that $\mathcal{F} = A^{\oplus r}$, $V_X = A^{\oplus n}$, and $\phi$ is given by a matrix $M = (a_{ij}): A^{\oplus m} \to A^{\oplus r}$. Define $\mathcal{P}^t(A^{\oplus r}) = \Gamma(X, \mathcal{P}^t(\mathcal{F}))$, and define $\nu^t$ accordingly. Let $d: A \to \Omega_{A/B}$ be the standard derivation. Our smoothness assumption means that $\Omega_{A/B}$ is a free $A$-module with generators, say, $dz_i$. Define the map
\[
\partial^j_{z_i}: A \to A
\]
inductively as follows
\[
(6.4.1) \quad da = \sum \partial^j_{z_i} a \, dz_i \\
\partial^j_{z_i} a = \partial_{z_i} \left( \partial_{z_i}^{j-1} a \right)
\]
Note 6.4.2. If $A$ is a discrete valuation ring and $B = k$ is a field isomorphic to the residue field of $A$, then the completion of $A$ is isomorphic to the power series ring $k[[z]]$. Embedding $A$ into its completion, $\partial^j_{z_i} a_i$ can be thought of as the ordinary $j$-th derivative of a power series. This interpretation will be relevant when $X$ is a smooth curve over an algebraically closed field and we consider a Taylor series map at a fiber over a point in $X$.

To make the local description more intelligible, we will start out with the easy case of relative dimension and $r$ both equal to one, then work our way up to the general case.
Proposition 6.4.3. Let $B \rightarrow A$ be a map of rings with the characteristic of each residue field of $A$ and $B$ either zero or greater than $t$. Assume $\Omega_{A/B}$ has rank one, generated by the single element $dz$, and suppose given a map

$$M: A^{\otimes n} \rightarrow A$$

where $M = [a_1, \ldots, a_n]$, $a_i \in A$. Then the corresponding $t$-th Taylor series map has the form

$$\nu^t(M): A^{\otimes n} \rightarrow \mathbb{P}^t(A) \cong A^{\otimes t+1}$$

Proof. Let $e_i$ be the $i$-th standard basis vector for $A^{\otimes n}$. Define $I$ as in (A.4) so that $\Omega_{A/B} = I/I^2$. By the description in (6.2),

$$\nu^t(e_i) = (1 \otimes 1) \otimes a_i \in (A \otimes A)/I^{t+1} \otimes A$$

$$= 1 \otimes a_i \in (A \otimes A)/I^{t+1} = \mathbb{P}^t(A)$$

Using $\beta_t$ of (4.2) to trivialize $\mathbb{P}^t(A)$ yields

$$\nu^t(e_i) = (a_i, \partial z a_i, \frac{1}{2!} \partial^2 z a_i, \ldots, \frac{1}{t!} \partial^t z a_i)$$

as required. \(\Box\)

We will now consider the case where $X \rightarrow S$ has relative dimension one but $r$, the rank of $\mathcal{F}$, is arbitrary. Locally, $\mathcal{F} \cong A^{\otimes r}$, and the local description of the Taylor series map follows directly from Proposition 6.4.3.

Proposition 6.4.4. Let $B \rightarrow A$ be a map of rings with the characteristic of each residue field of $A$ and $B$ either zero or greater than $t$. Assume $\Omega_{A/B}$ has rank one, generated by the single element $dz$, and suppose given a map

$$M: A^{\otimes n} \rightarrow A^{\otimes r}$$

where $M = (a_{ij})$, $a_{ij} \in A$. Then the corresponding $t$-th Taylor series map is a block matrix

$$\nu^t(M): A^{\otimes n} \rightarrow \mathbb{P}^t(A^{\otimes r}) \cong (A^{\otimes r})^{\otimes t+1}$$

where $\partial^k z = (\partial z a_{ij})_{i,j}$.

Proof. This follows directly from Proposition 6.4.1 and the fact that $\nu^t$ preserves direct sums, (6.3.1). \(\Box\)

Finally, we consider the case of arbitrary relative dimension. It is the same as (6.4.4) except we must take all mixed partials of the entries of $\phi$ with respect to local parameters for $X$. 
Proposition 6.4.5. Let $B \to A$ be a map of rings with the characteristic of each residue field of $A$ and $B$ either zero or greater than $t$. Assume $\Omega_{A/B}$ has rank $k$, generated by $dz_1, \ldots, dz_k$, and suppose given a map

$$M : A^{\otimes n} \to A^{\otimes r}$$

where $M = (a_{ij}), a_{ij} \in A$. Then the corresponding $t$-th Taylor series map is a block matrix

$$\nu^t(M) : A^{\otimes n} \left( \frac{1}{t_1 \cdots t_k} \partial_{z_1} \cdots \partial_{z_k} M \right)_{0 \leq j \leq t, \{1, \ldots, i_j\} \subset \{1, \ldots, n\}} \to \text{P}^t(A^{\otimes r}) \cong (A^{\otimes r}) \otimes (k^t)$$

where $\partial_{z_1} \cdots \partial_{z_k} M = (\partial_{z_1} \cdots \partial_{z_k} a_{ij})_{i,j}$. Each $\left( \frac{1}{t_1 \cdots t_k} \partial_{i_1} \cdots \partial_{i_j} M \right)$ is a row of the block matrix $\nu^t(M)$.

Proof. For the case $r = 1$, proceed as in the proof to Proposition 6.4.1 using the map $\beta$ of (4.10). (The $n$ of (4.10) is our $k$.) Then, for general $r$, use the fact that $\nu^t$ preserves direct sums, (6.3.1). □

A.7. $\text{P}^{n+n'}(\mathcal{F}) \to \text{P}^n(\text{P}^{n'}(\mathcal{F}))$. There is a natural map, ([G, 16.8.9.1]),

$$\delta = \delta_{n,n'} : \text{P}^{n+n'}(\mathcal{F}) \to \text{P}^n(\text{P}^{n'}(\mathcal{F}))$$

functorial in $\mathcal{F}$, making the following diagram commute

$$\begin{array}{ccc}
\mathcal{F} & \xrightarrow{d_{n+n'}} & \text{P}^{n+n'}(\mathcal{F}) \\
d_{n+n'} & & \downarrow \delta \\
\text{P}^{n'}(\mathcal{F}) & \xrightarrow{\delta_{n,n'}} & \text{P}^n(\text{P}^{n'}(\mathcal{F}))
\end{array}$$

(7.2)

Using (5.3) and the notation of (A.5), the map is given by

$$\text{P}^{n+n'}(\mathcal{F}) = \frac{\mathcal{O}_X \otimes \mathcal{O}_X}{\mathcal{I}^{n+n'+1}} \otimes \mathcal{F}$$

$$
\to \frac{\mathcal{O}_X \otimes \mathcal{O}_X}{\mathcal{I}^{n+1}} \otimes \frac{\mathcal{O}_X \otimes \mathcal{O}_X}{\mathcal{I}^{n'+1}} \otimes \mathcal{F} = \text{P}^n(\text{P}^{n'}(\mathcal{F}))
$$

(a \otimes b) \otimes f \mapsto (a \otimes 1) \otimes (1 \otimes b) \otimes f

(As in (A.5), we are abusing notation slightly.) As noted after (5.3), we must be careful of the module structure when taking these tensors. Thus,

$$(a \otimes b) \otimes cf = (a \otimes cb) \otimes f \in (\mathcal{O}_X \otimes \mathcal{O}_X)/\mathcal{I}^{n+n'+1} \otimes \mathcal{F}$$

and

$$(a \otimes b) \otimes (c \otimes d) \otimes ef = (a \otimes bc) \otimes (1 \otimes de) \otimes f$$

$$= (a \otimes 1) \otimes (bc \otimes de) \otimes f \in \frac{\mathcal{O}_X \otimes \mathcal{O}_X}{\mathcal{I}^{n+1}} \otimes \frac{\mathcal{O}_X \otimes \mathcal{O}_X}{\mathcal{I}^{n'+1}} \otimes \mathcal{F}$$
Here \( a, b, c, d, e \) (respectively, \( f \)) represent sections of \( O_X \) (respectively, \( \mathcal{F} \)) over some open set of \( X \).

We will need to know that \( \delta \) is compatible with the Taylor series map. Consider the Taylor series maps

\[
u^*u_* \mathcal{F} \to \mathbb{P}^{n'}(\mathcal{F})
\]

and

\[
u^*u_* \mathbb{P}^{n'}(\mathcal{F}) \to \mathbb{P}^n(\mathbb{P}^{n'}(\mathcal{F}))
\]

Applying \( u^*u_* \) to the first of these maps and using the natural map \( 1 \to u_*u^* \) gives the left vertical map in the following diagram

\[
\begin{array}{ccc}
u^*u_* \mathcal{F} & \to & \mathbb{P}^{n+n'}(\mathcal{F}) \\
\downarrow & & \downarrow \\
\nu^*u_* \mathbb{P}^{n'}(\mathcal{F}) & \to & \mathbb{P}^n(\mathbb{P}^{n'}(\mathcal{F}))
\end{array}
\]

(7.4)

The horizontal maps are Taylor series maps. Using (7.3), it is clear that this diagram commutes, i.e., \( \delta \) is compatible with Taylor series maps.

It also clear from (7.3) that \( \delta \) commutes with the natural surjections from \( t \)-jets to \( (t - 1) \)-jets in several senses. For example, there are natural commutative diagrams:

\[
\begin{array}{ccc}
\mathbb{P}^{n+n'}(\mathcal{F}) & \xrightarrow{\delta_{n,n'}} & \mathbb{P}^n(\mathbb{P}^{n'}(\mathcal{F})) \\
\downarrow & & \downarrow \\
\mathbb{P}^{n+n'-1}(\mathcal{F}) & \xrightarrow{\delta_{n,n'-1}} & \mathbb{P}^n(\mathbb{P}^{n'-1}(\mathcal{F}))
\end{array}
\]

(7.5)

and

\[
\begin{array}{ccc}
\mathbb{P}^n(\mathbb{P}^{n'}(\mathcal{F})) & \to & \mathbb{P}^{n-1}(\mathbb{P}^{n'}(\mathcal{F})) \\
\downarrow & & \uparrow \delta_{n-1,n'} \\
\mathbb{P}^n(\mathbb{P}^{n'-1}(\mathcal{F})) & \leftarrow & \mathbb{P}^{n+n'-1}(\mathcal{F})
\end{array}
\]

(7.6)

**Remark 7.7.** Letting \( n = 1 \), (7.6) shows that \( \mathbb{P}^1(\mathbb{P}^{n'}(\mathcal{F})) \to \mathbb{P}^1(\mathbb{P}^{n'-1}(\mathcal{F})) \) factors through the surjection \( \mathbb{P}^1(\mathbb{P}^{n'}(\mathcal{F})) \to \mathbb{P}^n(\mathcal{F}) \).

We will need the following technical result:

**Proposition 7.8.** Assume that the characteristic of \( S \) is zero or greater than \( n+1 \). If \( X \to S \) is smooth of relative dimension one, and \( \mathcal{F} \) is a locally free sheaf on \( X \), then the map \( \delta: \mathbb{P}^{n+1}(\mathcal{F}) \to \mathbb{P}^1(\mathbb{P}^{n}(\mathcal{F})) \) is an inclusion with a locally free cokernel.

**Proof.** The compatibility of \( \delta \) with the natural surjections of principal parts bundles gives a commutative diagram

\[
\begin{array}{ccccccc}
0 & \longrightarrow & S^{n+1}(\Omega_{X/S}) \otimes \mathcal{F} & \longrightarrow & \mathbb{P}^{n+1}(\mathcal{F}) & \longrightarrow & \mathbb{P}^n(\mathcal{F}) & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \parallel \\
0 & \longrightarrow & \Omega_{X/S} \otimes \mathbb{P}^n(\mathcal{F}) & \longrightarrow & \mathbb{P}^1(\mathbb{P}^n(\mathcal{F})) & \longrightarrow & \mathbb{P}^n(\mathcal{F}) & \longrightarrow & 0
\end{array}
\]

(7.8.1)
We will now show that since $X \to S$ has relative dimension one, that the left-most vertical map in (7.8.1) becomes $\Omega_{X/S} \otimes \Omega_{X/S}^{\otimes n} \otimes \mathcal{F} \xrightarrow{\mu \otimes i} \Omega_{X/S} \otimes \mathbb{P}^n(\mathcal{F})$ where $i: \mathcal{F} \otimes \Omega^n \to \mathbb{P}^n(\mathcal{F})$ denotes the natural inclusion of (3.2), and $\mu: \Omega_{X/S} \to \Omega_{X/S}$ is multiplication by $(n + 1)$. In particular, $\mu \otimes i$ is injective; hence the proposition follows from the snake lemma.

By (7.3) we may write

$$\delta: \frac{\mathcal{O}_X \otimes \mathcal{O}_X}{T^{n+2}} \otimes \mathcal{F} \to \frac{\mathcal{O}_X \otimes \mathcal{O}_X}{T^2} \otimes \frac{\mathcal{O}_X \otimes \mathcal{O}_X}{T^{n+1}} \otimes \mathcal{F}$$

$$(a \otimes b) \otimes f \mapsto (a \otimes 1) \otimes (1 \otimes b) \otimes f$$

We need to find the image of

$$dz^{n+1} \otimes f \in \left( \frac{T^{n+1}}{T^{n+2}} \right) \otimes \mathcal{F} = \Omega_{X/S}^{\otimes n+1} \otimes \mathcal{F}$$

Calculate

$$\delta(dz^{n+1} \otimes f) = \delta((1 \otimes z - z \otimes 1)^{n+1} \otimes f) = [(1 \otimes 1) \otimes (1 \otimes z) - (z \otimes 1) \otimes (1 \otimes 1)]^{n+1} \otimes f = [dz \otimes (1 \otimes 1) + (1 \otimes 1) \otimes dz]^{n+1} \otimes f$$

$$= \left( \sum_{k=0}^{n+1} \binom{n+1}{k} dz^k \otimes dz^{n+1-k} \right) \otimes f = (n + 1) dz \otimes dz^n \otimes f$$

Thus, the left-most vertical map of (7.8.1) is as required. □

A.8. Osculating Bundles.

The following definition is due to Piene, [Pi1].

**Definition 8.1.** Let $V$ be a sheaf on $S$, let $\mathcal{F}$ be a sheaf on $X$, and let $\phi: V_X \to \mathcal{F}$ be a map of sheaves. For $t \geq 0$, the image of the Taylor series map $\nu^{t}_\phi: V_X \to \mathbb{P}^{t}(\mathcal{F})$ is called the osculating sheaf of order $t$ for $\phi$ and denoted by $G^t(\phi)$ or just $G^t(\mathcal{F})$ when $\phi$ is clear from context. It comes with a natural surjection

$$\mu^t: V_X \to G^t(\mathcal{F})$$

The natural surjections, $\mathbb{P}^t(\mathcal{F}) \to \mathbb{P}^{t-1}(\mathcal{F})$, induce surjections, $G^t(\mathcal{F}) \to G^{t-1}(\mathcal{F})$.

**Proposition 8.2.** Let $V, W$ be sheaves on $S$, and let $\mathcal{F}, \mathcal{G}$ be sheaves on $X$. Suppose there is a commutative diagram

$$\begin{CD}
V_X @>{\ell}>> W_X \\
@V{\phi}VV @VV{\psi}V \\
\mathcal{F} @>{f}>> \mathcal{G}
\end{CD}$$
Then there are maps between osculating sheaves \( f_t : G^t(\mathcal{F}) \to G^t(\mathcal{G}) \) such that

\[
\begin{array}{ccc}
V_X & \xrightarrow{\ell} & W_X \\
\mu_1(\phi) \downarrow & & \downarrow \mu_2(\psi) \\
G^t(\mathcal{F}) & \xrightarrow{f_t} & G^t(\mathcal{G}) \\
\downarrow & & \downarrow \\
G^{t-1}(\mathcal{F}) & \xrightarrow{f_{t-1}} & G^{t-1}(\mathcal{G})
\end{array}
\]

commutes for \( t \geq 1 \). The bottom vertical maps are the natural surjections, and the composition of the vertical maps on the left (respectively, right) is \( \mu_{t-1}(\phi) \) (respectively, \( \mu_{t-1}(\psi) \)).

For (2) and (3) below, assume that \( \mathcal{F} \) and \( \mathcal{G} \) are locally free.

1. If \( \ell \) is surjective, then so are the \( f_t \).
2. If \( f \) is injective, so are the \( f_t \).
3. If \( f \) is injective and \( \ell \) is surjective, then the \( f_t \) are isomorphisms;

Proof. The maps \( \ell \) and \( f \) give rise to a commutative diagram, (6.3.3.2)

\[
\begin{array}{ccc}
V_X & \xrightarrow{\ell} & W_X \\
\nu'(\phi) \downarrow & & \downarrow \nu'(\psi) \\
P^t(\mathcal{F}) & \longrightarrow & P^t(\mathcal{G})
\end{array}
\]

Taking images of the vertical maps defines \( f_t \). The required compatibility with the natural surjections follows from the corresponding fact for principal parts of sheaves, (6.3.2).

(1) is clear from the definition of \( f_t \).

Restricted to locally free sheaves, \( P^t(\cdot) \) is an exact functor (2.3). This accounts for (2), and as a trivial consequence of (1) and (2), we get (3). \( \square \)

**Proposition 8.3.** Let \( \mathcal{F} \) be locally free. There is a surjection

\[(*) \quad G^t(\mathcal{F}) \to G^1(G^{t-1}(\mathcal{F}))\]

compatible with the natural surjections from \( V_X \). It is functorial in \( \mathcal{F} \) and is compatible with the natural surjections of osculating bundles, i.e., there is a commutative diagram

\[
\begin{array}{ccc}
G^{t+1}(\mathcal{F}) & \longrightarrow & G^1(G^t(\mathcal{F})) \\
\downarrow & & \downarrow \\
G^t(\mathcal{F}) & \longrightarrow & G^1(G^{t-1}(\mathcal{F}))
\end{array}
\]

If \( X \to S \) is smooth of relative dimension one and the characteristic of each residue field of \( S \) is zero or greater than \( t \), then \((*)\) is an isomorphism.

Proof. By (2.3), applying \( P^1(\cdot) \) to the inclusion \( G^{t-1}(\mathcal{F}) \to P^{t-1}(\mathcal{F}) \) yields

\[(*\dagger) \quad G^1(G^{t-1}(\mathcal{F})) \to P^1(G^{t-1}(\mathcal{F})) \to P^1(P^{t-1}(\mathcal{F}))\]
On the other hand, we have

\[(\dagger) \quad G^t(\mathcal{F}) \hookrightarrow \mathbb{P}^t(\mathcal{F}) \xrightarrow{\delta} \mathbb{P}^1(\mathbb{P}^{t-1}(\mathcal{F}))\]

where \(\delta\) is the map of (7.1). Since these maps are compatible with the natural surjections from \(V_X\), \(G^t(\mathcal{F})\) surjects onto the image of \(G^1(\mathbb{P}^{t-1}(\mathcal{F}))\) in \(\mathbb{P}^1(\mathbb{P}^{t-1}(\mathcal{F}))\). This gives \((\ast)\). With the additional assumption on \(X \to S\) and the characteristic of \(S\), it follows from Proposition 7.8 that \(\delta\) in \((\dagger)\) is injective. Therefore, in that case, \((\ast)\) is an isomorphism.

The functoriality of \((\ast)\) comes from that of \(\mathbb{P}^t(\cdot)\) and of \(\delta\). Compatibility with the surjections of osculating bundles follows from (7.5). \(\square\)

**Appendix B**

**Contents**
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B.2. Principal Parts
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B.4. Osculating Spaces, Associated Maps, and Higher Order Duals

B.5. Piene Duality Theorem

**Introduction.** This appendix is an outline of the basic theory of inflections of curves in projective space. It is intended as background and a convenient reference. For the most part, results are presented without proofs. The main theorems are due to Piene, and details may be found in [P1] and [Pe1]. The two most fundamental theorems in the theory are Theorem 2.3, stating the degrees and ranks of the osculating bundles, and the duality theorem in (B.5).

Throughout the appendix, \(V\) denotes a vector space of dimension \(n + 1\) over an algebraically closed field \(k\), and \(X\) is a smooth curve over \(k\). Let

\[(0.1) \quad f: X \to \mathbb{P}(V) \cong \mathbb{P}^n_k\]

be a map to the projective space of quotients of \(V\). There is a corresponding surjection

\[(0.2) \quad \phi: V_X \to \mathcal{L}\]

where \(\mathcal{L}\) is a line bundle on \(X\). The map on global sections will be denoted

\[(0.3) \quad \Gamma_\phi: V \to \Gamma(X, \mathcal{L})\]

**Definition 0.4.** If \(m\) is the dimension of the smallest linear space containing the image of \(f\), then \(f\) is said to span a \(\mathbb{P}^m\) or span a linear space of dimension \(m\). The number \(m\) is one less than the dimension of the image of \(\Gamma_\phi\).
B.1. Inflection Numbers. In this section, we introduce the fundamental invariants describing the inflectionary behavior of a curve in projective space. This material can also be found in [GH1], [Pi1], and [L1].

Definition 1.1. Let \( f \) span a \( \mathbb{P}^m \). For each \( x \in X \), define integers \( \alpha_i = \alpha_i(x) \) with \( 0 = \alpha_0 \leq \alpha_1 \leq \cdots \leq \alpha_m \) by

\[
\{0, 1 + \alpha_1, 2 + \alpha_2, \ldots, m + \alpha_m\} = \left\{ \text{ord}_x(\sigma) \right\}_{\sigma \in \Gamma_\phi(V)}
\]

(A Gram-Schmidt-type argument shows that this definition yields \( m \) numbers.) The number \( \alpha_i \) is called the \( i \)-th inflection number for \( \phi \) (or \( f \)) at \( x \). If some \( \alpha_i \) is nonzero, \( x \) is said to be an inflectionary point for \( \phi \) at \( x \). Under appropriate conditions, (2.3), there will be a finite number of inflectionary points. In this case, it makes sense to sum an \( \alpha_i \) over all points to get a global \( i \)-th inflection number for \( \phi \), also denoted by \( \alpha_i \), and we define the \( i \)-th inflection divisor to be \( \sum_{x \in X} \alpha_i(x) \cdot x \). Later we will define a related inflection sheaf, (2.4).

Inflectionary points are also called points of hyperosculation since, at each of these points, an osculating space meets \( f(X) \) with higher multiplicity than expected, (4.1.1).

Remark 1.2. Let \( \mathcal{L} = \mathcal{O}(D) \) for a divisor \( D \) on \( X \). For \( x \in X \) consider the decreasing sequence of integers

\[
\ell_x(n) = \dim_k \{ \sigma \in \Gamma_\phi(V) \mid \sigma \in \Gamma(X, \mathcal{O}(D - nx)) \}
\]

for \( n = 0, 1, 2, \ldots \). If \( \ell_x(n - 1) \neq \ell_x(n) \), then \( n \) is called a gap value for \( \phi \) at \( x \).

(Note: If \( \ell_x(n - 1) \neq \ell_x(n) \), then \( \ell_x(n - 1) = \ell_x(n) - 1 \), (cf. [H, proof of Proposition IV.3.1]).) If the gap values are not \( 1, 2, \ldots, m \), then the point \( x \) is called a generalized Weierstrass point. Denote the \( i \)-th gap value by \( \alpha_i \). The Weierstrass weight for \( \phi \) at \( x \) is the integer \( \sum_{i=1}^{m} (\alpha_i - i) \). In terms of the inflectionary indices, the \( i \)-th gap value is \( \alpha_{i-1} + i \). The classical situation is when the genus of \( X \) is greater than one and \( \phi; V \rightarrow \Gamma(X, \Omega_{X/k}) \rightarrow \Omega_{X/k}, (3.2); \) the gap values measure the inflectionary behavior of the canonical embedding.

1.3. Normal Form. By a normal form for the map \( f \) at \( x \) we mean a choice of coordinates for \( \mathbb{P}^m \) that is nice with respect to the inflection numbers. Specifically, choose a basis, \( \sigma_0, \ldots, \sigma_m \), for the image of \( \phi \) such that \( \text{ord}_x(\sigma_i) = i + \alpha_i \). Identify \( \mathcal{L}_x \) with the local ring at \( x \), \( A = \mathcal{O}_{X,x} \), and let \( z \) be a local parameter at \( x \). We can think of the \( \sigma_i \)'s as elements in the completion \( \hat{A} \cong k[[z]] \), so that \( f \) is given parametrically by

\[
z \mapsto v(z) = (1 + \cdots, z^{1+\alpha_1} + \cdots, z^{m+\alpha_m} + \cdots, 0, \ldots, 0)
\]

where “+⋯” denotes the sum of terms of higher order in \( z \). Thus, if \( \alpha_1 > 0 \), then \( f(x) \) is a cusp of the image of \( f \), and if \( \alpha_1 = 0 \) but \( \alpha_2 > 0 \), then \( f(x) \) is an inflection point of the image of \( f \).

Let \( x_0, \ldots, x_n \) be coordinates on \( \mathbb{P}^n \). The expression (1.3.1) shows that the \( t \)-plane \( \{x_{t+1} = 0, \ldots, x_n = 0\} \) meets \( f(X) \) with multiplicity \( t + 1 + \alpha_{t+1} \) along the branch of \( f(X) \) corresponding to \( x \).
1.4. Base Points. We may also define inflection numbers for arbitrary linear systems or for any map (i.e., not necessarily surjective)

\[ V_X \rightarrow \mathcal{L} \]

The only difference is that the smallest inflection number \( \alpha_0 \) may no longer be zero. If \( \mathcal{L} = \mathcal{O}(D) \) is the line bundle corresponding to a divisor \( D \), and \( B \) is the base of the linear system corresponding to \((*)\), then the map in \((*)\) factors as

\[ V \stackrel{\psi}{\rightarrow} \Gamma(X, \mathcal{O}(D - B)) \hookrightarrow \Gamma(X, \mathcal{O}(D)) \]

Letting \( \beta_i(x) \) denote the inflection numbers (or divisors) for the surjection, \( \psi \), it is clear from the normal form, (1.3), that

\[ \beta_i(x) = \begin{cases} \alpha_i, & \text{if } x \text{ is not a base point} \\ \alpha_i(x) - \alpha_0(x), & \text{if } x \text{ is a base point} \end{cases} \]

B.2. Principal Parts. The main result of this section is Theorem 2.3, stating the degree and rank of Piene's osculating bundles. It leads directly to the generalized Plücker formulas, (3.3), and the degrees of varieties associated with the flexing of a curve in space, (B.4).

For each integer \( t \geq 0 \), the map \( \phi \) of (0.2) can be lifted to the \( t \)-th order Taylor series map, (A.6),

\[ \nu^t = \nu^t_\phi: V_X \rightarrow \mathbb{P}^t(\mathcal{L}) \]

where \( \mathbb{P}^t(\mathcal{L}) \) is the bundle of \( t \)-th order jets of sections of \( \mathcal{L} \). Locally, we can think of \( \phi \) as given by a \( n + 1 \)-tuple of functions in a local parameter for the curve. The map \( \nu^t \) can then be thought of as a matrix with rows consisting of the derivatives of \( \phi \) up to order \( t \). (A.6.4).

Recall from (A.8) that the image of \( \nu^t \) is the \( t \)-th osculating bundle for \( \phi \), denoted by \( G^t(\mathcal{L}) \) (or by \( G^t(\phi) \) or \( G^t(f) \), if necessary). From \( \nu^t \), there is a natural surjection

\[ \mu^t: V_X \rightarrow G^t(\mathcal{L}) \]

(\( G^t(\mathcal{L}) \) is a bundle since it is a subsheaf of \( \mathbb{P}^t(\mathcal{L}) \) and, hence, is torsion free.)

The following theorem, due to Piene [P1], [with a slight correction due to Laksov, [L1], shows how the Taylor series maps, \( \nu^t \), are related to the inflection numbers defined in (B.1). It is the main result from Appendix B needed in the main body of the paper.

**Theorem 2.3.** Let \( X \) be a smooth projective curve, and assume the characteristic of \( k \) is zero or greater than \( t \) and the degree of \( \mathcal{L} \). Then

1. If \( t \leq m = \dim_k \Gamma_\phi(V) - 1 \), then \( \nu^t \) is generically surjective with

\[
\text{length}(\operatorname{cok} \nu^t_\phi) = \sum_{i=1}^t \alpha_i(x)
\]

In particular, \( \operatorname{rk} G^t(\mathcal{L}) = t + 1 \), and \( \nu^t \) is surjective if and only if \( \phi \) is noninflectionary at \( x \) up to order \( t \).

2. There is a finite number of inflectionary points.

3. If \( t \geq m \), then the image is a trivial bundle of rank \( m + 1 \), i.e., \( \operatorname{im} \nu^t = G^t(\mathcal{L}) = \Gamma_\phi(V)_X \).
Remark 2.3.1. To see that the assumption on the characteristic is necessary in Theorem 2.3 and in Corollary 2.5.3, below, see Remark 3.4.2.

Remark 2.3.2. If $X$ is a smooth projective curve, then with no assumption on the characteristic of $k$,

$$\alpha_i(x) \leq \deg \mathcal{L} - i$$

for each $x \in X$. Since $\alpha_i(x) \leq a_{i+1}(x)$, this means that

$$a_i(x) \leq \deg \mathcal{L} - m$$

for $i = 1, \ldots, m$. This inequality is sharp. For instance, consider the map

$$\mathbb{P}^1 \rightarrow \mathbb{P}^m$$

$$z \mapsto (1, z^{1+(d-m)}, z^{2+(d-m)}, \ldots, z^{m+(d-m)})$$

given by sections of the line bundle $\mathcal{O}(d)$. Here, $\alpha_i = d - m$ for all $i$.

Remark 2.3.3. The projectivity assumption can be replaced with the condition that if the characteristic of $k$ is not zero, then it is larger than $m$ and $\alpha_m + m$.

Definition 2.4. From the natural surjection of principal parts bundles, we get the commutative diagram with exact rows

$$
\begin{array}{ccccccccc}
0 & \longrightarrow & G^t(\mathcal{L}) & \longrightarrow & \mathbb{P}^t(\mathcal{L}) & \longrightarrow & \text{cok } \nu^t & \longrightarrow & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & G^{t-1}(\mathcal{L}) & \longrightarrow & \mathbb{P}^{t-1}(\mathcal{L}) & \longrightarrow & \text{cok } \nu^{t-1} & \longrightarrow & 0 
\end{array}
$$

The vertical map on the right,

$$\text{cok } \nu^t \rightarrow \text{cok } \nu^{t-1}$$

is a surjection whose kernel we call the $t$-th inflection sheaf of $\phi$ and denote by $\text{inf}^t$. According to Theorem 2.3, it has length $\alpha_t$. The divisor corresponding to this kernel is the $t$-th inflection divisor defined in (B.1).

2.5. Degrees. In (B.4), we will give the standard definitions of the osculating developables, associated curves, and higher order dual varieties of a curve in projective space. The following result will give the degrees of these varieties.

Denote the kernel of $\mu^t$ by $E^t(\mathcal{L})$, and consider the exact sequences

$$
(2.5.1) \quad 0 \rightarrow E^t(\mathcal{L}) \rightarrow V_X \overset{\mu^t}{\longrightarrow} G^t(\mathcal{L}) \rightarrow 0
$$

and

$$
(2.5.2) \quad 0 \rightarrow G^t(\mathcal{L}) \rightarrow \mathbb{P}^t(\mathcal{L}) \rightarrow \text{cok } \nu^t \rightarrow 0
$$

The degrees of $G^t(\mathcal{L})$ and $E^t(\mathcal{L})$ are an immediate consequence of Theorem 2.3. First we need some notation: if $F$ is any vector bundle on $X$, then define $c_1(F)$ to be the divisor class corresponding to the line bundle $\det F$; if $\mathcal{F}$ is a torsion sheaf on $X$, define $[\mathcal{F}]$ to be the class of the divisor $\sum_{x \in X} \text{length}(\mathcal{F}_x) \cdot x$. 

Corollary 2.5.3. Let $X$ be a smooth projective curve of genus $g$, and assume the characteristic of $k$ is zero or greater than $t$ and the degree of $\mathcal{L}$. Then for $t \leq m = \dim_k \Gamma \phi(V) - 1$,

$$c_1(G^t(\mathcal{L})) = -c_1(E^t(\mathcal{L})) = \left(\frac{t + 1}{2}\right)c_1(\Omega_{X/k}) + (t + 1)c_1(\mathcal{L}) - \lfloor \cok \nu^t \rfloor$$

as divisor classes. In particular,

$$\deg G^t(\mathcal{L}) = -\deg(E^t(\mathcal{L})) = \left(\frac{t + 1}{2}\right)(2g - 2) + (t + 1)\deg \mathcal{L} - \sum_{i=1}^{t} \alpha_i$$

$$= (t + 1)(tg - t + \deg \mathcal{L}) - \sum_{i=1}^{t} \alpha_i$$

Letting $t = m$, we get

$$\sum_{i=1}^{m} \sum_{x \in X} \alpha_i(x) \cdot x = \left(\frac{m + 1}{2}\right)c_1(\Omega_{X/k}) + (m + 1)c_1(\mathcal{L})$$

as divisor classes, and taking degrees gives

$$\sum_{i=1}^{m} \alpha_i = \left(\frac{m + 1}{2}\right)(2g - 2) + (m + 1)\deg \mathcal{L}$$

$$= (m + 1)(mg - m + \deg \mathcal{L})$$

Proof. The corollary follows directly from: Theorem 2.3; the Whitney sum formula applied to (2.5.1), (2.5.2), and (A.3.2); and the fact that if $\psi: E \to F$ is a generically surjective map between bundles of the same rank on a smooth projective curve, then

$$c_1(E) - c_1(F) = \lfloor \cok \psi \rfloor$$

(cf. [F, A.2.3]). □

B.3. Examples. Here we present several standard examples. As a refinement of the theory, we consider the effect of covering maps and projections.

Example 3.1. ([GH1, p. 270], [Pi1]) Suppose that $f$ has no inflectionary points. Under the assumptions of Corollary 2.5.3, this means that

$$\sum_{i=1}^{m} \alpha_i = 0 = \left(\frac{m + 1}{2}\right)(2g - 2) + (m + 1)\deg \mathcal{L}$$

This is only possible if $g = 0$ and $\deg \mathcal{L} = m$, i.e., $\mathcal{L} = \mathcal{O}(m)$. Counting dimensions, this means that $\Gamma \phi(V) = \Gamma(\mathbb{P}^1, \mathcal{O}(m))$, and the map $f$ is just the embedding of $\mathbb{P}^1$ as a rational normal curve of degree $m$ in a linear subspace of dimension $m$ in $\mathbb{P}(V)$.
**Remark 3.1.1.** For a natural extension of the above example to a characterization of the Veronese embeddings of any $\mathbb{P}^n$, cf. [FKPT].

**Example 3.2.** *Weierstrass Points.* ([GH1, p. 275]) Let $X$ have genus $g \geq 1$, and consider the canonical morphism

$$f : X \to \mathbb{P}^{g-1}$$

determined by the natural surjection

$$\phi : \Omega(X, \Omega_{X/k}) \to \Omega_{X/k}$$

Recall Remark 1.2. The inflectionary points for the canonical morphism are called Weierstrass points. By definition, $\ell_x(0) = g$, and since $\deg \Omega_{X/k} = 2g - 2$, we also have $\ell_x(2g - 1) = 0$ for any point $x \in X$. Therefore, there are $g$ gap values at each point of $X$. From Corollary 2.5.3, the total weight of all the Weierstrass points, i.e., the sum of the weights at each point, is

$$\sum_{i=1}^{g} (a_i - i) = \sum_{i=1}^{g} \alpha_{i-1}$$

$$= \left(\frac{g}{2}\right)(2g - 2) + g(2g - 2)$$

$$= (g - 1)g(g + 1)$$

**Example 3.3.** *Generalized Plücker Formulas.* ([GH1, p. 270], [Pi1]) Assume that the characteristic of $k$ is zero or greater than $t+1$ and the degree of $\mathcal{L}$. Let $c_1(G^i(\mathcal{L}))$ denote the divisor class of the determinant of the osculating bundle of order $i$. From Corollary 2.5.3,

$$c_1(G^{t-1}(\mathcal{L})) - 2c_1(G^t(\mathcal{L})) + c_1(G^{t+1}(\mathcal{L})) = c_1(\Omega_{X/k}) - \sum_{x \in X} \alpha_{k+1}(x) \cdot x$$

(3.3.1)

Letting $d_i = \deg G^i(\mathcal{L})$ and taking degrees in (3.3.1) yields

$$d_{t-1} - 2d_t + d_{t+1} = 2g - 2 - \alpha_{k+1}$$

(3.3.2)

The expressions (3.3.2) for $t \geq 1$ are called the generalized Plücker formulas. The number $d_i$ is the degree of the osculating developable of order $i$, of the $i$-th associated map, and of the dual variety of order $i$, (4.2, 4.3).

**Example 3.4.** *Elliptic Curves.* Let $\mathcal{L}$ be a line bundle of degree $n + 1 \geq 3$ on an elliptic curve $E$. Consider the inflection numbers $\alpha_i, i = 1 \ldots, n$, for the evaluation map

$$(*) \quad \Gamma(E, \mathcal{L})_E \to \mathcal{L}$$

By Riemann-Roch, $\alpha_i = 0$ for $i < n$ and $\alpha_n \leq 1$ at each point, (cf. 1.2). (We can also see that $\alpha_n \leq 1$ by Remark 2.3.2.) Thus, Corollary 2.5.3 says that there are exactly $n + 1$ inflectionary points. At each of the inflectionary points, $\alpha_n = 1.$
Theorem 3.4.1. (Kato [Ka]) Choose any inflectionary point for \((*)\) to be the identity in the group \(E\). Then the inflectionary points are exactly the points of order \(n + 1\).

Proof. Let \(p_0, \ldots, p_n\) be the inflectionary points, and take \(p_0 = 0\) in the group \(E\). By looking at the normal form, we see that the inflectionary points are exactly the points where a hyperplane of \(\mathbb{P}(\Gamma(E, \mathcal{L}))\) meets the image of \(E\) under the embedding determined by \((*)\) with multiplicity \(n + 1 = \text{deg} \mathcal{L}\), (1.3). Therefore, \(\mathcal{L} \cong \mathcal{O}(n + 1)p_0\), and \((n + 1)p_i \sim (n + 1)p_0\) for each \(i\). In other words, \((n + 1)p_i = 0\) for all \(i\).

Remark 3.4.2. Assuming that the characteristic of \(k\) is zero or greater than \(n + 1\), Corollary 2.5.3 and the comments made in the preceding example show that there are \((n + 1)^2\) points of \(E\) where \(\alpha_n = 1\). For an elliptic curve in the plane (i.e., \(n = 2\)) in characteristic three, there are three or zero points of order three, depending on whether the curve is ordinary or supersingular, respectively, ([S, p. 106]). By Kato’s theorem, this means that there are three or zero points where \(\alpha_2 = 1\). In any case, the sum of the inflection numbers is not nine. This shows that the assumption on the characteristic in Theorem 2.3 and Corollary 2.5.3 is needed.

Example 3.5. Let \(g^r_d\) be a generic non-special linear system of dimension \(r\) and degree \(d\) without base points on a smooth projective curve \(X\) over the complex numbers. Let \(f: X \to \mathbb{P}^r\) be the corresponding map with inflection numbers \(\alpha_i\). Canuto, [Cn], shows that \(\alpha_i = 0\) for \(i = 1, \ldots, r - 1\) for each point of \(X\) and that there are exactly \((r + 1)(rg - r + d)\) points where \(\alpha_r = 1\), otherwise \(\alpha_r = 0\).

Example 3.6. Coverings. Let \(g: X \to Y\) be a finite, separable morphism of smooth projective curves over \(k\). We want to relate the inflection numbers for a map of \(Y\) into projective space with those of the induced mapping of \(X\).

Suppose we are given a map

\[ f_Y: Y \to \mathbb{P}(V) \]

with corresponding surjection to a line bundle

\[ \phi_Y: V_Y \to \mathcal{L}_Y \]

Composing \(f_Y\) and \(g\) gives

\[ f_X: X \to \mathbb{P}(V) \]

and the corresponding surjection

\[ \phi_X: V_X \to \mathcal{L}_X \]

where \(\mathcal{L}_X = g^*\mathcal{L}_Y\).

Let \(m + 1 = \dim_k \Gamma_{\phi_Y}(V) = \dim_k \Gamma_{\phi_X}(V)\), and for \(i = 1, \ldots, m\), let \(\alpha_{X,i}, \alpha_{Y,i}\) be the inflection numbers for \(\phi_X, \phi_Y\), respectively. The following result can be found in [Pe1]:
Proposition 3.6.1. Let $e_x$ be the ramification index at $x \in X$. Then

1. For $x \in X$,
   \[ \alpha_{X,i}(x) = e_x \cdot \alpha_{Y,i}(g(x)) + e_x - 1 \]

2. Summing (1) over all points of $X$ gives the following relation for global inflection divisors:
   \[ \sum_{x \in X} \alpha_{X,i} \cdot x = \deg(g) \sum_{x \in X} \alpha_{Y,i} \cdot x + i \cdot \sum_{x \in X} (e_x - 1) \cdot x \]

Assume, in addition, that the characteristic of $k$ is either zero or greater than $t$ and the degree of $\mathcal{L}_X$. Then

3. Letting $E^t(\cdot)$ denote the kernel of the map to the osculating bundle $\mu_t$, the natural map $g^* \mathbb{P}^t(\mathcal{L}_Y) \to \mathbb{P}^t(\mathcal{L}_X)$ of (A.2.4) induces an isomorphism of exact sequences
   \[
   0 \longrightarrow g^* E^t(\mathcal{L}_Y) \longrightarrow g^* V_Y \longrightarrow g^* G^t(\mathcal{L}_Y) \longrightarrow 0
   \]
   \[
   0 \longrightarrow E^t(\mathcal{L}_X) \longrightarrow V_X \longrightarrow G^t(\mathcal{L}_X) \longrightarrow 0
   \]

4. For any bundle $F$ on $X$ or $Y$, let $c_1(\cdot)$ denote the divisor class of $\text{det} F$. Then
   \[ c_1(G^t(\mathcal{L}_X)) = g^* c_1(G^t(\mathcal{L}_Y)) \]

In particular,
\[ \deg G^t(\mathcal{L}_X) = \deg(g) \deg G^t(\mathcal{L}_Y) \]

5. For $t \leq m$, the natural map $g^* \mathbb{P}^t(\mathcal{L}_Y) \to \mathbb{P}^t(\mathcal{L}_X)$ is generically surjective. The divisor corresponding to its cokernel is
   \[ \left(\frac{t + 1}{2}\right) \cdot \sum_{x \in X} (e_x - 1) \cdot x \]

6. For the inflection sheaves, (2.4), there is an exact sequence
   \[ 0 \to g^* \text{inf}^t_Y \to \text{inf}^t_X \to \Omega^t_{X/Y} \otimes \mathcal{L} \to 0 \]

Remark 3.6.2. Proposition 3.6.1 is closely related to the Riemann-Hurwitz Theorem. Summing (2) over $i$ yields

\[
\sum_{i=1}^{m} \sum_{x \in X} \alpha_{X,i} \cdot x = \deg g \sum_{i=1}^{m} \sum_{x \in X} \alpha_{Y,i} \cdot x + \left(\frac{m + 1}{2}\right) \sum_{x \in X} (e_x - 1) \cdot x
\]

However, if we assume the characteristic of $k$ is either zero or greater than $m$ and the degree of $\mathcal{L}_X$, Corollary 2.5.3 says that
\[ \sum_{i=1}^{m} \alpha_{X,i} = \left(\frac{m + 1}{2}\right) (2g(X) - 2) + (m + 1) \deg \mathcal{L}_X \]

and similarly for $\sum \alpha_{Y,i}$. Substituting this into $(\ast)$ and simplifying gives the Riemann-Hurwitz Theorem:
\[ 2g(X) - 2 = \deg g (2g(Y) - 2) + \sum_{x \in X} (e_x - 1) \]
Example 3.7. Projections. Suppose that $V \subset \Gamma(X, L)$, and let $W$ be a subspace of $V$ of dimension $n = \dim V - 1$ of globally generating sections. Consider the induced map

$$\psi: W \subset V \twoheadrightarrow L$$

The corresponding map, $g: X \to \mathbb{P}(W)$, is obtained from the original map, $f$, by projection from a point. We can compare the inflectionary behavior of $f$ and $g$. (For the definition of an osculating space, used in the following proposition, cf. (B.4)).

Proposition 3.7.1. Let $\{\alpha_i\}_{i=1}^{n-1}$ and $\{\beta_i\}_{i=1}^{n-1}$ be the inflection numbers for $f$ and $g$, respectively. If the point of projection is contained in the osculating space of order $t$ at $x$ but not in an osculating space of order $t-1$, then

$$\beta_i(x) = \begin{cases} 
\alpha_i(x), & \text{for } i = 1, \ldots, t-1 \\
\alpha_{i+1}(x) + 1, & \text{for } i = t, \ldots, n-1
\end{cases}$$

Proof. Choose a basis for $V$, $\sigma_0, \ldots, \sigma_n$, such that $\operatorname{ord}_x(\sigma_i) = i + \alpha_i$ and such that $\sigma_0, \ldots, \hat{\sigma}_i, \ldots, \sigma_n$ is a basis for $W$. Taking the corresponding normal forms for $f$ and $g$, (1.3), we are projecting from the point $(0, \ldots, 1, \ldots, 0)$—whose coordinates are all zero except for the $i$-th—onto the hyperplane $\{x_i = 0\}$. Since the osculating space of order $i$ is given by $\{x_{i+1} = \cdots = x_n = 0\}$, the result is clear. □

Thus, the inflectionary behavior of the projected curve is the same as that for the original curve except at special points. If a point of the original curve has some osculating space that passes through the point of projection, the image will be “more” inflectionary.

Example 3.8. Osculating curves. Let $X$ be an irreducible plane curve, not necessarily smooth. Let $X(t, d)$ be the subset of the projective space of plane curves of degree $d$ consisting of curves meeting $X$ with multiplicity at least $t + 1$. These curves are said to osculate $X$ with order $t$. To study $X(t, d)$, we linearize the problem, using the $d$-uple Veronese embedding, $\nu_d: \mathbb{P}^2 \to \mathbb{P}^N$, with $N = \frac{d(d+3)}{2}$. Let $\tilde{X}$ denote the normalization of $X$, and define the map

$$\lambda_d: \tilde{X} \to X \subset \mathbb{P}^2 \xrightarrow{\nu_d} \mathbb{P}^N$$

The curves of degree $d$ osculating $X$ with order $t$ are in this way identified with hyperplanes of $\mathbb{P}^N$ that meet $\lambda_d(\tilde{X})$ with multiplicity at least $t + 1$.

Basic results about $X(t, d)$ appear in [Pe1], including a refinement of Cayley’s formula for the number of sextactic points on a plane curve, ([Ca]): those points where a conic meets the curve with multiplicity at least six.

B.4. Osculating Spaces and Higher Order Duals. We present the standard definitions of osculating spaces, developables, and associated maps, and we present a definition, due to Piene, [Pi2], of higher order dual varieties. We then give Piene’s interpretation of these constructions using osculating bundles along with her calculation of the degrees of these constructions.
For the main results of the paper, it is only necessary to be familiar with the definitions, (4.1), and their interpretation via osculating bundles, Proposition 4.2.4.

As a new example, we consider a curve in projective space, and construct a map of the curve into a flag variety by considering the flag of osculating spaces of the curve at each point. We calculate the class of this curve in the intersection ring of the flag variety, (4.4).

**Definition 4.1.** (See Proposition 4.2.4 for the interpretation of the constructions presented here in terms of vector bundles.) With the notation as at the beginning of this appendix, assume that \( f : X \to \mathbb{P}(V) \) spans a \( \mathbb{P}^m \). For \( t \leq m \), the osculating space of order \( t \) at \( x \in X \) is the unique \( t \)-plane having maximal order contact with \( f(X) \) at \( f(x) \) along the branch corresponding to \( x \). Taking a normal form for \( f \) at \( x, (1,3) \), and letting \( x_0, \ldots, x_n \) be the corresponding coordinates on \( \mathbb{P}^m \), this \( t \)-plane is given by \( \{ x_{t+1} = \cdots = x_n = 0 \} \). For \( t > m \), define the osculating space of order \( t \) to be the \( \mathbb{P}^m \) spanned by \( f \). The osculating developable of order \( t \) of \( f \) (or \( f(X) \)) is the union of the osculating spaces of order \( t \).

Let \( \text{Osc}^t_x = \text{Osc}^t_x(f) \) denote the osculating space of order \( t \) at \( x \). For \( t \leq m \), associate each point of \( X \) with its osculating \( t \)-plane in the Grassmannian of \( t \)-planes in \( \mathbb{P}(V) \) to get the \( t \)-th associated map of \( f \)

\[
f_t : X \to G_t \mathbb{P}(V) \quad x \mapsto \text{Osc}^t_x(f)
\]

The image of \( f_t \) will be called the \( t \)-th associated curve of \( f \).

The dual variety of order \( t \) for \( f \) is the set of hyperplanes—considered as a subset of the dual projective space \( \mathbb{P}(V^*) \)—containing some osculating space of order \( t \). For \( t > m \), the dual variety of order \( t \) is just the \( (n - m - 1) \)-dimensional linear space of hyperplanes containing the \( \mathbb{P}^m \) spanned by \( f \).

Let \( H^t_x = H^t_x(f) \) denote the set of hyperplanes containing the osculating space of order \( t \) at \( x \). Taking a normal form for \( f \) at \( x \) and coordinates on \( \mathbb{P}^m \) as above, a hyperplane defined by \( \sum_{i=0}^n a_i x_i \) is in \( H^t_x \) if and only if \( a_0 = \cdots = a_t = 0 \). For \( t \leq m \), define the \( t \)-th dual map of \( f \) by

\[
f^t : X \to G_{n-t-1} \mathbb{P}(V^*) \quad x \mapsto H^t_x
\]

The image of \( f^t \) is called the \( t \)-th dual curve of \( f \).

**Remark 4.1.1.** Let \( t \leq m \). If \( f \) is birational to its image, then the osculating space of order \( t \) meets \( f(X) \) at \( f(x) \) along the branch corresponding to \( x \) with multiplicity \( t + 1 + \alpha_{t+1} \). For a general map, this number must be replaced by

\[
\frac{t + 1 + \alpha_{t+1}}{\deg f}
\]

**Remark 4.1.2.** If \( X \) is not smooth, let \( \pi : \bar{X} \to X \) be the map from the normalization of \( X \), and define all the constructions of Definition 4.1 for \( f \) to be those of \( f \circ \pi \). In terms of line bundles, we are replacing \( \phi \) by

\[
\pi^* \phi : V_{\bar{X}} \to \pi^* \mathcal{L}
\]

Hence, if \( X \) is embedded in \( \mathbb{P}^n \) as a curve with singularities, this definition allows us to consider the osculating spaces of \( X \) along its branches.
4.2. Modern Viewpoint. In [Pi1], [Pi2], Piene has given the modern interpretation of the constructions of Definition 4.1 using her osculating bundles. This appears as Proposition 4.2.4, below.

Let \( E^t(\mathcal{L}) \) denote the kernel of the natural map to the \( t \)-th order osculating bundle, \( \mu^t \), and consider the exact sequence

\[
0 \rightarrow E^t(\mathcal{L}) \rightarrow V_X \xrightarrow{\mu^t} G^t(\mathcal{L}) \rightarrow 0
\]

This induces maps of projective bundles

\[
\omega_t: \mathbb{P}(G^t(\mathcal{L})) \rightarrow \mathbb{P}(V_X) = X \times \mathbb{P}(V) \xrightarrow{\pi_2} \mathbb{P}(V)
\]

and

\[
\delta_t: \mathbb{P}(E^t(\mathcal{L})^*) \rightarrow \mathbb{P}(V_X^*) = X \times \mathbb{P}(V^*) \xrightarrow{\pi_2} \mathbb{P}(V^*)
\]

where \( \pi_2 \) denotes the second projection in both cases.

**Proposition 4.2.4.** Assume that \( X \) is a smooth projective curve and the characteristic of \( k \) is zero or greater than \( t \) and the degree of \( \mathcal{L} \). Then the image of the fiber at \( x \), \( \omega_t(\mathbb{P}(G^t(\mathcal{L}))_x) \), is the osculating space of order \( t \) at \( x \), and similarly, \( \delta_t(\mathbb{P}(E^t(\mathcal{L})^*)_x) = H^t_x \). Therefore, the image of \( \omega_t \) is the osculating developable of order \( t \), and the image of \( \delta_t \) is the dual variety of order \( t \).

For \( t \leq m \), the map \( X \rightarrow G_t\mathbb{P}(V) \) induced by \( \mu^t: X \rightarrow G^t(\mathcal{L}) \) through the universal property of a Grassmannian is the \( t \)-th associated map. Similarly, the map \( X \rightarrow G_{n-t-1}\mathbb{P}(V^*) \) induced by the natural surjection \( V_X^* \rightarrow E^t(\mathcal{L})^* \) is the \( t \)-th dual map of \( f \).

**Corollary 4.2.5.** With the assumptions of Proposition 4.2.4, the osculating developable and dual variety of order \( t \) are irreducible.

**Proof.** The osculating developable of order \( t \) is the image of \( \mathbb{P}(G^t(\mathcal{L})) \), and the dual variety of order \( t \) is the image of \( \mathbb{P}(E^t(\mathcal{L})^*) \). \( \square \)

**Remark 4.2.6.** Let \( X \subset \mathbb{P}^n \) be a smooth embedding of a curve in projective space determined by sections of a line bundle \( \mathcal{L} \). (Note: The discussion given here is easily generalized to the case \( \dim X > 1 \).) Define

\[
Y = \{(x, H) \in X \times (\mathbb{P}^n)^* \mid T_xX \subset H\}
\]

where \( T_xX \) is the embedded tangent space to \( X \) at \( x \). Letting \( N_X\mathbb{P}^n \) be the normal bundle to \( X \) in \( \mathbb{P}^n \), we have that \( Y \) is isomorphic to \( \mathbb{P}(N_X\mathbb{P}^n) \) over \( X \), ([F, 3.2.21]). The dual variety to \( X \) is usually defined to be the image of the projection \( Y \rightarrow (\mathbb{P}^n)^* \). However, since \( T_xX \) is just the first osculating space at \( x \), the dual variety coincides with our dual variety of order one. In fact, Kleiman, [K1], shows that in our situation, \( E^1(\mathcal{L}) \cong (N_X\mathbb{P}^n)^* \otimes \mathcal{L} \). Since \( \mathcal{L} \) is a line bundle,

\[
\mathbb{P}(E^1(\mathcal{L})^*) = \mathbb{P}(N_X\mathbb{P}^n \otimes \mathcal{L}^*) \cong \mathbb{P}(N_X\mathbb{P}^n)
\]
4.3. Degree of the Osculating Developable and the Higher Order Dual.
The next proposition is Piene's computation of the degrees of the osculating developables and higher order dual varieties as cycles in the intersection ring of projective space.

Proposition 4.3.1. Let $t < m$. Let $X$ be a smooth projective curve of genus $g$, and assume that the characteristic of $k$ is zero or greater than $t$ and the degree of $\mathcal{L}$. Then the dimension of the osculating developable of order $t$ is $t + 1$, and the dimension of the higher order dual variety of order $t$ is $n - t$. In other words,

$$\dim(\text{im}\omega_t) = t + 1, \quad \dim(\text{im}\delta_t) = n - t$$

Further,

$$\deg(\omega_t)\deg(\text{im}\omega_t) = \deg(\delta_t)\deg(\text{im}\delta_t) = \deg(f_t)\deg(\text{im} f_t) = \deg(f^t)\deg(\text{im} f^t) = d_t = \deg G^t(\mathcal{L}) = \left(\frac{t + 1}{2}\right)(2g - 2) + (t + 1)\deg \mathcal{L} - \sum_{i=0}^{t} \alpha_i$$

where $\deg \omega_t$ is the degree of the map from the domain to the image of $\omega_t$ and similarly for $\delta_t$, $f_t$, and $f^t$.

Remark 4.3.2. Proposition 3.3.1 of the main body of the paper shows that if the characteristic of $k$ is equal to zero or is larger than $t$ and $d_t = \deg G^t(\mathcal{L})$, and if $f$ is birational to its image, then $f_t$ is birational to its image, i.e., the generic osculating space of order $t$ is the osculating space of order $t$ at only one point of $f(X)$. Similarly, $f^t$ is birational to its image.

The birationality of $\omega_t$ and $\delta_t$ seems to be a more difficult question. One would not expect $\omega_{m-1}$ to be birational. For example, the tangent developable to a plane curve filled the whole plane; the generic point on a tangent line will lie on other tangent lines as well. (On the other hand, since $f_{m-1}$ is birational to its image, so is $\delta_{m-1}$.) What if $t < m - 1$? This would imply the trisecant lemma: that the generic secant of a nonplanar curve does not meet the curve again. For a proof of the trisecant lemma, cf. [L2, Lemma 15].

Example 4.4. Flags. At each point $x \in X$, the osculating spaces form a flag of linear subspaces of projective space,

$$\{x\} \subset \text{Osc}_x^1 \subset \text{Osc}_x^2 \subset \cdots$$

Associating a point with its corresponding flag, in this way, determines a map of the curve into the variety of flags in projective space. We will compute the class of this curve in the intersection ring of the variety of flags. For simplicity, assume that $f: X \to \mathbb{P}^n$ is birational to its image and spans $\mathbb{P}^n$. 
Let $F$ be the variety of complete flags in $\mathbb{P}^n$, ([F, 14.7.16]). The points of $F$ are the flags of linear subspaces of $\mathbb{P}^n$

$$L_0 \subset L_1 \subset \cdots \subset L_{n-1}$$

where $\dim L_i = i$. Fix such a flag $\pi_0 \subset \pi_1 \subset \cdots \subset \pi_{n-1}$. A basis for the intersection ring of $F$ in dimension one is

$$\ell_j = \{(L_0, \ldots , L_{n-1}) \mid L_i = \pi_i \text{ for } i \neq j, \ L_j \subset \pi_{j+1}\}$$

for $j = 0, \ldots , n - 1$. The dual basis in codimension one is

$$\ell_j^* = \{(L_0, \ldots , L_{n-1}) \mid L_i \cap \pi_{n-i-1} \neq \emptyset\}$$

Define

$$\tilde{f}: X \to F$$

$$x \mapsto (x, \mathrm{Osc}_x^1, \ldots , \mathrm{Osc}_x^{n-1})$$

The class of $\tilde{f}_* (X)$ in the intersection ring for $F$ is

$$[\tilde{f}_* (X)] = \sum_{i=0}^{n-1} (\tilde{f}_* (X) \cdot \ell_i^*) \ell_i$$

Assume that the associated maps, $f_t$, are birational to their images; for example, we could assume that the characteristic of $\mathbb{k}$ is zero or large enough (Proposition 3.3.1 of main body of the paper). Then, $\tilde{f}_* (X) \cdot \ell_i^*$ is the number of osculating spaces of order $i$ meeting a generic $(n-i-1)$-plane; in other words, it is the degree of the osculating developable and the associated map, $d_t$, (4.3.1). Thus, we find,

$$[\tilde{f}_* (X)] = \sum_{i=0}^{n-1} d_t \ell_i$$

### B.5. Piene Duality Theorem

The purpose of this section is to state Piene’s duality theorem for curves in projective space. This result, found in [Pi1], is the modern expression of the duality theorems of the nineteenth century for curves in projective space. A main result of our paper is an extension of her duality theorem to one for curves in Grassmannians.

Let $V \subset \Gamma (X, \mathcal{L})$ be a vector space of dimension $n + 1$ of generating sections of a line bundle $\mathcal{L}$ on $X$. The corresponding map, $f: X \to \mathbb{P}(V)$, spans $\mathbb{P}(V)$. In (B.4), we defined the $t$-th associated map

$$f_t: X \to G_t \mathbb{P}(V)$$

sending a point to its osculating space of order $t$, and we defined the $t$-th dual map

$$f_t^*: X \to G_{n-t-1} \mathbb{P}(V^*)$$

sending a point $x \in X$ to the linear space of hyperplanes containing the osculating space of order $t$ at $x$. 
Definition 5.1. The dual of $f$ is the map

$$f^*: X \to \mathbb{P}(V^*)$$

$$x \mapsto \text{Osc}_x^{n-1}$$

sending a point $x \in X$ to the osculating hyperplane at $x$. This dual is the $(n-1)$-th dual map of (B.4), i.e.,

$$f^* = f^{n-1}$$

We saw in Proposition 4.2.4, with an assumption on the characteristic of $k$, that the associated map corresponds to the map of vector bundles

$$\mu^t: V_X \to G^t(\mathcal{L})$$

There is an exact sequence

$$0 \to E^t(\mathcal{L}) \to V_X \xrightarrow{\mu^t} G^t(\mathcal{L}) \to 0$$

and the $t$-th dual map, $f^t$, corresponds to the natural surjection

$$V_X^* \to E^t(\mathcal{L})^*$$

By Theorem 2.3, $G^t(\mathcal{L})$ has rank $t + 1$ for $t \leq n$. Therefore, $E^{n-1}(\mathcal{L})$ is a line bundle.

Theorem 5.2. (Piene Duality Theorem, [Pi1]) Let $X$ be a smooth projective curve, and assume that the characteristic of $k$ is zero or greater than $n$ and the degree of $\mathcal{L}$. Then the $t$-dual map of the dual map, $f^*$, is the $(n-t-1)$-th associated map of $f$. In symbols,

$$(f^*)^t = f_{n-t-1}$$

In particular, the double dual of $f$ is $f$, itself:

$$(f^*)^* = f$$

For more discussion, see §7 of the main body of the paper.
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