
Math 201 :

Linear Algebra
Daye welcome and

warmup
tearing Goats

° Course structure and policies lgsee syllabus° Course goals
• The big picture of linear algebra

Humble beginnings ,
2 variables

A linear equation looks like Sx -2y =3 .

A system of linear equations looks like

x t2
y
- z = 4

2X ty tz = -2 - 3 equations ,
X tZytz = 2

3 variables

we want to solve systems of linear equations
over a field F

.

( F -- IR (maybe e) is standard
.

but we will care about F- Oh , HpB , . - -



as well , and the theory is the same
(until we get to eigenvalues , etc . )
We will use matrices and row reduction

algorithms to solve .

When F- IR
,

the solutions also have a geometry
2x-y

= I

•I solution : ( l, l)

3xt2y = 5

Vector spaces act linear translations
Make a conceptual leap by abstracting :

Fn me V vector space
Ul U l

so I 'ng to{linear system}→ H subspace

homogeneity- dimension of V



Vector
spaces are related by linear transformations
L : V→W

v t w→ Llvtw) = Uv) t Kw) ,
v
,
w EV

Ev- LCXv) = IUv)
,
heF

By showing that every vector space has

a basis (coordinates ) , we will construct
a dictionary

matricesmy
linear

transformations .

thank -nudity
with apologies for the violent nomenclature,
a linear transformation is essentially determined
by what it kills and what it hits ,

Ker LL) = {reVI Kil --of )
im = luv) / ve Vf

These are linear subspaces with dimensions and

dim Kerk) tdim ink) = dim V
.

I rank -nullity theorem



this is a powerful tool for computing
characteristics of solution spaces !
Determinants
-

- when do n linear equations in n variables
have a unique solution?

- When is a linear transformation Li V- V
invertible ?

Both phenomena are detected by the
determinant

.

We will characterize determinants
- by universal property , and
-geometrically loner IR) .
detisdeep

Eigentuff and diagonalized
L : V→ V is a linear transformation
and ve V- 10} such that

Uv ) = Tv
in

eigenvector
L eigenvalue



If V has a basis of eigenvectors , then
it can be represented by a diagonal
matrix

.

.

-
a

.
?÷&::E

.

We'll learn how to compute eigenstuff and
diagonal izations (when they exist ) .
And then some
-
- -

° Inner product spaces ( length , angles )
° Applications - walks on graphs

linear differential eq 'ns
linear recurrences
O O O


