NUMBER FIELD ZETA INTEGRALS AND L-FUNCTIONS

The basic zeta function is
¢(s) = Zn_s, Re(s) > 1.
n>1
Riemann proved that the completed basic zeta function,
Z(s) = n%?T(s/2)¢(s), Re(s) > 1,
has an entire meromorphic continuation that satisfies the functional equation
Z(1—-s)=2Z(s), seC.
One of his proofs proceeds by arguing as follows.
e Poisson summation shows that the theta function,
o(t) =S e ™t 1> 0,
nez
is a modular form,
0(1/t) = t/20(¢).

e 7 is the Mellin transform (essentially a Fourier transform) of 6,

Z(s) = ;/t>0(9(t) —1)te/? % Re(s) > 1.

As t — oo the integrand decays rapidly regardless of the value of s, posing
no obstacle to the integral’s convergence at its improper upper limit of
integration. But as t — 0% the integrand is O(t®e(*)=1)/2 4t /1) requiring
Re(s) > 1 for the integral to converge at its improper lower limit.

e The transformation law for # shows that in fact

26)=4 [ (60 -1+ 0-0m Gt

t s 1-s
With the problematic lower limit of integration no longer present, the right
side is now sensible as a meromorphic function for all s € C, and it visibly
satisfies the functional equation.

Similar methods apply to any Dirichlet L-function,
L(s,x) = Zx(n)rfs, Re(s) > 1.
n>1
The Dirichlet L-function has a suitable completion
A(s,x), Re(s) >1,

involving a factor similar to the factor 7=/2T'(s/2) for the basic zeta function, but
now taking into account the parity and the conductor of x. Again the completion
has a continuation and a functional equation. The calculation now involves a Gauss
sum along with the other ingredients, and the functional equation includes a factor
called a root number,

1



2 NUMBER FIELD ZETA INTEGRALS AND L-FUNCTIONS

If the Dirichlet character is quadratic then the root number W () is 1.

Both the basic zeta function and the Dirichlet L-function are defined over the
basic number field Q. The technique of completion, continuation, and functional
equation apply more generally to the Dedekind zeta function of a number field k,

Ge(s) =Y Na~*,

and even for any L-function associated to a number field k and a so-called Hecke
character of k,

Ly (s, x) = Zx(a)Na*S.

But the definition of a Hecke character is complicated, and the calculations and the
root number become ever more elaborate as the environment grows.

As Artin, Iwasawa, Tate, and perhaps others knew around 1950, working in
the environment of the adeles simplifies the calculation decisively. In the adelic
environment, the definition of a Hecke character is simple and natural, and the
root number emerges naturally from local calculations.

After defining the adelic zeta integral and looking at some of its local factors,
these notes establish a global adelic version of its continuation and functional equa-
tion. Strikingly, the procedure is essentially identical to Riemann’s original ar-
gument. The exposition of this material is based on a presentation and written
materials by Paul Garrett. Then the notes continue to discuss the local factors
of the zeta integral, following Kudla’s lecture in the Introduction to the Langlands
Program volume.
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Part 1. The Zeta Integral
1. DEFINITION OF THE ZETA INTEGRAL

Let k be a number field, and let A be its adele ring. Recall that k is discrete
in A and the quotient A/k is compact. Let J be the idele group of k. Recall that
k> is discrete in the unit idele group J! and the quotient J!/k* is compact. (The
statement here is Fujisaki’s Lemma, encompassing both the structure theorem for
the units group of the integers of k and finiteness of the class number of k. The
adelic repackaging of those results as Fujisaki’s Lemma is optimal for our purposes
here.)

Let s be a complex parameter, let

x:J— C*
be a Hecke character of J, and let
p:A—C

be an adelic Schwartz function. Let | | denote the idele norm, and let d* denote
Haar measure on J. Then the adelic zeta integral associated to x and ¢ is

Z(s,x.9) = /J o X(@)p(a) "o

Here s and x combine to encode the overall character x| - |* being integrated against
the Schwartz function. Since y need not be discretely parametrized, the parameters
of the zeta integral thus incorporate some redundancy:

Z(s" +s,x,¢)=2Z(s',x| ") forall s, s,x.
The integral converges for values of s in a right half-plane.
2. LocAL ZETA INTEGRALS

The Hecke character in the zeta integral decomposes as a product of local char-
acters,

X = ® Xo 1 J — C*.
v
The assertion that the Schwartz function in the zeta integral decomposes similarly,

¥ = ® ¢y, each g, is Schwartz,

is not quite true, since in fact @ is a finite sum of such products, but we treat ¢ as
a monomial from now on without further comment. For a nonarchimedean place v,
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the local Schwartz space consists of the compactly supported locally constant func-
tions on k,, and for an archimedean place v the local Schwartz space consists of
the smooth functions on k, all of whose derivatives are rapidly decreasing.

In consequence of x and ¢ factoring, the global zeta integral

Z(s,x.¢) = /J ol X(@)p(a) d*a

immediately takes the form of an Euler product of local zeta integrals,

Z(37 Xa SO) = H Z’U(s7 X’U7 QDU)
v
where for each place v,

Zs. o) = [ lafixlaon(@) i

v

The Euler factorization will play no role in the global continuation and functional
equation argument. However, we now examine some local Euler factors.

2.1. Unramified nonarchimedean places. Let v be a finite place of k, and let
O, be the ring of integers of k,. With v fixed, freely drop it from the notation. Let
the local character have no discretely parametrized part,

x:k*—C", x(a)=lal*

(for any global Hecke character, this holds at almost all the finite places), and let
the local Schwartz function be the characteristic function of the local integers,

v:k—C, ¢la)=1o(a).

To compute the local integral
26 = [ lal*x@ypla)d*a.
kX

take a uniformizer (valuation-1 element) cw. Thus || = Np~! where p is the
prime ideal of Oy corresponding to the place v. Normalize the multiplicative Haar
measure so that O* has measure 1. Then the local integral is, allowing a slight
abuse of notation at the last step,

2(s) = / / o[+ () d*nd*a—ZmﬂS*Sv— 1~ x(p)Np~)".
kx /0% JOx

Thus the local zeta integral gives an Euler factor of the Hecke L-function at almost
all places. And the local Schwartz function is its own Fourier transform, so that at
such places there is no need to replace it by its Fourier transform in the local factor
of the functional equation.

The case of a ramified local character in the nonarchimedean case will be dis-
cussed later in the writeup.
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2.2. Real archimedean places. Let k, = R. Consider the trivial character and
the Gaussian Schwartz function

X:RX —>(C><a X(Oé):17
p:R—C, pla)=e

The local integral is

* dt s
26)= [ lalrgt@yaa=2 [ e Y <o (3).

This is the familiar archimedean factor from completing the basic zeta function or
an even Dirichlet L-function.

On the other hand, consider the sign character (which arises as the infinite part
of an odd Dirichlet character viewed as a classical Hecke character, for example)
and the simplest odd Schwartz function that incorporates the Gaussian,

X:R*—C*,  x(a)=sgn(a),

7ra2

¢:R—C, ola) = ae”

Then the local integral is

>~ 2 s+1 1
Z(s) = / la|*x () p(a) d*a = 2/ s+l =t @ — (s + ) .
R 0 t 2

This is the archimedean factor from completing an odd Dirichlet L-function.

2.3. Complex archimedean places. Let k, = C. The unitary characters are

x:C* —T, x(o) = (%) where m € Z.

dta rdrdb

= 2

The Haar measure is
d*«

T ey
Note that the change of variable p = 72 gives 2r dr/r? = dp/p.
If m = 0 then let p(a) = e~™lo” . The local integral is
o
d
76)= [ lalextarstoda =2 [ rert T <o)

If m > 0 then let p(a) = ame=m1ol* | The local integral is

> d
Z(s) :/ lalgx(a)p(a) d*a = 27r/ p2stm—mr? %
Cx 0 r
m m
= . S5 2 ( 7) )
T 2 s+ 5
If m < 0 then let ¢(a) = a~™e~Io", The local integral is
o0
: , 2rd
26 = [ lalex(@pteata=2r [ et T
e 0 r

= —8+mp< _@)
T 2 S 9

Thus in all cases,

Z(s) =SB <5+ |T;|> .
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A more classical normalization is to multiply the measure by 2/7 and to replace
e—mlal® by e=2712l* in the Schwartz functions. Then in particular when m = 0, the
local integral is 2 - (2m)~*I'(s), and by Legendre’s duplication formula

D(2)T(z 4 1/2) = 272 7Y20(22)

this is the product of the even and odd real archimedean factors from a moment
ago. The classical normalization fits tidily with the factorization of the Dedekind
zeta function of a CM-extension.

Part 2. Global Theory

This part of the writeup establishes the global continuation and functional equa-
tion for the adelic zeta integral. The method is laid out to look similar to Riemann’s
original argument.

3. CONVERGENCE

This section shows that the half-zeta integral
[ laPx@s(a)aa
loe|>1

converges for all s € C. We may take the Schwartz function to be monomial,
¢ = Q, Pv, since any Schwartz function is a finite sum of such. The Schwartz
function decays rapidly,

()] < Cyn [[sup{lonle, 137", a €A, nezt.

(The product is nontrivial at only finitely many terms, and similarly for products
to come in this section except the last one.) Since sup{r,1} = r'/2sup{r'/2,+=1/2}
for any r > 0, the bounds become (omitting constants from now on)

e(@)] 5 laf ="/ [ [supdlault/?, lauf; 2}

v

= |a|_”/2Hinf{|av\Z}/2, la|7%Y, a€l, neZ,
v

and so furthermore
le()] < J]inf{lawly’? [ewl, ™%}, ol > 1, ne Z*.
v

We may assume that y is discretely parametrized by absorbing its continuous pa-
rameter into s. Thus, letting o = Re(s),

/| NERCEOIRE / el Tty ol o

= v
< H/X ‘O‘v|ainf{‘av|:}/2» |av|;n/2}dxav nezt.
v ko

Each nonarchimedean integral is a sum over Z that converges absolutely in both
directions for n > 2|o|. Specifically, it is

1—
—e(o+n/2) e(c—n/2) _ 4y
qu +qu - —o—n/2 o—n/2y
(S
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The archimedean integrals are similar. Thus for any s the product is dominated
by the convergent product for (x(o + n/2){k(—0 + n/2)/((n) for all sufficiently
large n.

4. ELEMENTS OF ADELIC HARMONIC ANALYSIS

Let T denote the circle group of complex numbers of absolute value 1. Take an
adelic additive unitary character

Yv:A—T
that is trivial on k,
(k) = 1.

The adelic Fourier transform of a Schwartz function ¢ : A — C is

Foih—C,  (Fo)() = / o(y)(—oy) dy.

Here the Haar measure on A is normalized so that (FFy)(z) = ¢(—x).

We construct such a character, if only to show that one exists and perhaps to
give the reader some grounding. First define an additive unitary character for each
rational prime. For a finite prime p of Q the character is

ep(2) = exp(~2riz), @€ Q,

whose meaning and continuity are clear on the dense subset Z[1/p] of Q, and
therefore on all of Q,. For the infinite prime of Q the character is

e () = exp(2miz), x €R.

Thus @), e,(Q) = 1, the product including the infinite prime. Now return to the
general number field k, and take each local character ¥, to be the trace followed
by the corresponding character,

d)v:epotrku/(@,,a U‘p.
(Thus the kernel of 1, is the local inverse different, simply the local integers away
from ramification.) The product of the local characters,

=)y : A—T,

is an adelic additive unitary character. Not only does the general adelic additive
unitary character decompose as a product of local characters in this fashion, but
in fact we will later see that the general adelic additive unitary character can be
normalized to this particular .

For any Schwartz function ¢ and any idele «, define the dilation
Pa:A—C,  @a(z)=p(az).

The relation between the Fourier transforms of the dilation and of the original
function is

Flpa) = lal3 (Fe)a-1.
To see this, compute

(Flpa))(@) = /A o) —zy) dy = / o(oy)d(—a zay) d(ay) /lola

=l (Fo)(a o).
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The adelic Poisson summation formula is derived as follows. Given a Schwartz
function f : A — C, symmetrize to obtain a k-periodic function

F:A—C, F(z)=) f(z+k).
kek

The symmetrized function is equal to its Fourier series,

F(x) =Y en(F)y(ka),

kek
where the kth Fourier coefficient is
cx(F) = F(y)y(—ky)dy
A/k
— [ flw vk ) dy
A/knek

= / fv(—ky)dy since v is additive and ¢ (k) =1
A
= (Ff)(k)

This gives the Poisson summation formula,
> flatk) =) (FHk)(ka),
kek kek

and especially when x = 0 we have

> fk) =D (FHE).

kek kek

Let A be a topological group (locally compact and countably-based) and B a
closed subgroup. The mock-Fubini formula is

/Af(a)da:/A/BF(a)da where F(a):/Bf(aB)dﬁ.

5. CONTINUATION AND FUNCTIONAL EQUATION

Again, for a Hecke character x : ] — C* and a Schwartz function ¢ : A — C,
the associated adelic zeta integral is

Z(s,x.9) = /J o x(@)p(a) d*a,

convergent for s in a right half-plane.
To establish its analytic continuation and functional equation, begin by defining
an adelic theta function,

O, (o) = Zcp(ak;), ael].
kek

The adelic Poisson summation formula and then the formula for the Fourier trans-
form of a dilation give the transformation law for the theta function,

Op(@) =Y palk) =D (Flpa))(k) = la| ™' Y (Fpla-1(k) = a0z, (a7').

kek kek kek
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A calculation that uses the mock-Fubini formula at the first step shows that the
theta function contributes to the zeta integral,

Z(s,x.9) = / S Jakl*x(ak)p(ak) d¥a
IR ferex

= [ et <Z plak) - ¢<0>) @*a

- / ol x(0) (0 (a) — 9(0)) d%a.
J/kx*

The zeta integral splits into two terms. Let
S={ael:l|al <1}/k*, T={aecl:|al >1}/k*.
Then SUT = J/k* and SN T has measure 0, so that

Z(s,x0 ) = /S ol x(@) (B (a) — (0)) d¥a

+ /T " x(@) (B4 (0) — (0)) d¥a.

The transformation law for the theta function shows that the first term of the right
side of the previous display is

/S o x(@) (B4 (0) — (0)) d¥a
- /S " x(0) (Br (0™ ) — (Fi) (0)) d*ar
—¢(0) [ [af*x(a)d" e
S

T+ (Fe)(0) /S ol x(0) 0 a
And substituting a~! for o shows that the main term of the right side of (1) is
/S 0" 1x(0) (05 (0™ 1) — (Fi) (0)) d*a

- /T a5 x "1 (@) (870(0) — (Fi)(0)) d"ar

To study the other two terms of the right side of (1), again use the mock-Fubini
formula

/Af(a) da = /A/B F(a)da where F(a)= /B flaB)dp.
Let A=S, B=J'/k*, and f(a) = |a|*x(). Then the inner integral is
=) — s d>< — s d><
F@) = [ esios) s =lorxe) [ x0)as

Jt /KX
) lalFvol(Jt/k*) if x =1,
~]o if x # 1.
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Here we are using the fact that B is a compact group, although A isn’t a group at
all. And since A/B = (0, 1], where the map is @ — |&|, the nontrivial case of the
outer integral is (omitting constants for the moment)

1
dt 1
/ |a|sdxa:/ — =~
S/(J1/kx) 0 t S

Thus the second term of the right side of (1) is

o) oo
) [ Jofx(a) 0% = { I ES =1,
° 0 if x # 1.

Similarly the third term of the right side of (1) is
—vol(J'/k*) Fo)O) x=1,

Fo0) [l x(@d o= N
if x )

This analysis gives the desired properties of the zeta integral. If x = 1 then
Z(s,1,0) = /T (Il (8. (@) = ¢(0) + la'~* (94(a) = (F)(0)) ) d*a
—val(rt i) (A0 GO0,

while if x # 1 then the two terms that contribute poles vanish, and so

265 .9) = [ (lal*x(@) (8 @) = ¢(0)) + '~ (@) (0, (0) = (F)(0)) ) d"

In both cases, the integral is an entire function of s, as discussed earlier. In ei-
ther case, the zeta integral Z(s,x, ) is visibly invariant under the substitution
(s,%,0) = (1 —s,x" %, Fp). When x = 1, it is meromorphic with simple poles at
s=0and s =1, and when x # 1, it is entire. That is, we have established that
e Z(s,x,¢) has a continuation to the complex plane, and the continuation
satisfies the functional equation

Z(s,x,0) = Z(1 —s,x"*, Fop).
e The continuation of Z(s, x, ) is analytic when x # 1, and it is meromorphic
with simple poles at s =0 and s = 1 when xy = 1.

Later in this writeup we will view the zeta integral as an (s, x)-parametrized func-
tion Z(s, x) of Schwartz functions ¢, i.e., as a distribution. From this point of view,
the functional equation is

Z(s,x) =FZ(1—s,x ).

This is the version of the functional equation that will be quoted at the very end
of the writeup.

Part 3. Local Theory

Each local factor of the zeta integral can be continued as well. Doing so leads
naturally to an L-function and an e-factor associated to the Hecke character x.
Eventually, combining the local results with the global work produces a continuation
and a function equation for the L-function.
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6. THE LOCAL ZETA INTEGRAL

We work over a local field F'. Thus F' is nonarchimedean, or FF =R, or F' = C.
Let S(F') denote the space of Schwartz functions on F. With F' clear in our minds
we freely suppress it from the notation, for example writing S rather than S(F).

Let

x:F* — C*
be a character, not necessarily unitary. For any Schwartz function ¢ € S and for
a complex parameter s € C, the local zeta integral is formally (not yet discussing
convergence)

Z(sxo0) = [ ela(a)ial da.
FX
In the archimedean case, the multiplicative Haar measure in the definition is

dz is Lebesgue measure and |z| = v a2 if F =R,
dz is twice Lebesgue measure and |z| = 2z if F = C.

d*z = dx/|z| Where{

In the nonarchimedean case the multiplicative Haar measure is determined up to
constant multiple, and soon we will normalize it.

7. SPACES OF DISTRIBUTIONS

Introduce two spaces:
e The Schwartz functions that vanish to all orders at 0,

So={peS: ™ (0)=0forall n >0}
e The Taylor expansions of Schwartz functions at 0,
T =) (p™(0)/n)z" : p € S}.
n>0

(If F is nonarchimedean then Sy is simply the Schwartz functions that vanish at 0,
and T = {p(0) : ¢ € S} is simply a copy of C.) Then we have a short exact

sequence
inc
0—8S —S—T—0.
Introduce two more spaces:

e The tempered distributions that are supported at 0,
Sio} ={u € & :supp(u) C {0}}.
These are the finite linear combinations d-derivatives, counting § as its own

zeroth derivative. Note that Sio} =T
e The restrictions of tempered distributions to Sy,

S/|S0 = {u|50 cu €S}
By the Hahn-Banach Theorem, S’ { S is all of §j).
The previous short exact sequence dualizes to another,
res
0— Sy — 8 — g, —0.

For any a € F*, the right-translation operator R, on Schwartz functions ¢ € S
is defined by the condition

(Rap)(z) = p(za).
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(Since F is a field, right-translation and left-translation are the same, but the rule
Rup, = R, o Ry holds with no reference to commutativity, whereas the general rule
for left-translation is Ly, = LyoL,.) The right-translation operator R, on tempered
distributions u € S’ is defined as an adjoint,

<Rau7 90> = <’U,, Ra_1<p>'

(The inverse ensures that again the rule R,, = R, o Ry holds with no reference to
commutativity.) A tempered distribution u € S’ is an eigendistribution if for some
character y : F'* — C*, not necessarily unitary,

Rou=x(a)u forall a € F*.

The eigendistributions having one particular character x form the eigenspace S'(x).
Let x : F* — C* be a character, not necessarily unitary. The previous short
exact sequence of distributions restricts to eigenspaces,

0 — Siop(x) — S'(0) = &' 5, ()

where now the restriction map need not surject: a x-eigendistribution on &y lifts
to a distribution on S, but the lift need not again be a x-eigendistribution.

The first object of the previous sequence is at most one-dimensional. Specifically
(letting na stand for nonarchimedean),

Cé = Sio}(XO) if F'=na,
ks __ / -k . _
o @(CD §= @3{0}(%@) where xi(x) =z if F=R,
{0} = E>0 k>0
@ CD™s = @ Stoy(Xk,e)  where Xy o(x) = gt if F=C.
k,£>0 k,£>0

We quote that the third object of the previous sequence is exactly one-dimensional.
Specifically, if we let A, denote the distribution that integrates against y over F'*,

Ay 1 — . o(x)x(x)d"z,
then
85,00 = Chy.
Thus the sequence takes various possible forms:
F=ma, x#xXo: 0—0—8(x) — CA\,,
F=R, x#xr: 0—0—738(x) — CA\,,
F=C, x#xke: 0—0—8(x) — CAy,
F=na, x=xXo: 0—Cs— S8(xo) — CAy_,,
F=R, x=xk: 0— CD"s— S'(xs) — Chy,,
F=C, x=xke: 0—CD"5— 8 (xne) — Chy,,.

In the first three cases dim(S’(y)) < 1, and in the last three dim(S’(x)) < 2. The
result that we want is:

In all cases, dim(S'(x)) = 1.
That is:
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e In the first three cases, where S'(x) injects into S’|So(x), we need to show

that it surjects by showing that a lift of A, from S’|S0 (x) to &' lies in &' (x).
e In the last three cases, where the map from &'(x) to S'|S0 (x) has a one-
dimensional kernel, we need to show that its image is trivial by showing
that no lift of A, from S’|SO (x) to & lies in S'(x).

In sections 7.1-7.3 we will establish the result in the nonarchimedean case modulo
the invocation that the right-hand link of the sequence is one-dimensional, meeting
some fruitful ideas in the process. Then, introducing Fourier analysis in section 8.1
will give two nonzero basis elements of S’(x) in section 8.2, so that the two must
be proportional. The constant of proportionality is the local e-factor, and we will
compute it in sections 8.3-8.4.

7.1. The nonarchimedean unramified case. Now assume that F' is nonar-
chimedean. Let
O = the ring of integers of F,
P = the maximal ideal of O,
w = a generator of P,
q=|0/P|,
|luw®| = ¢ ¢ foru € O and e € Z,
d*x = multiplicative Haar measure, normalized so that d*x = 1.
OX
Consider a complex parameter s € C and a character y : F* — C*. As
explained above, the distribution
</\ ) 900> = Z(Sa X 900)
spans the one-dimensional eigenspace S| s, (x| +1%). Since each Schwartz function
wo € Sp vanishes to all orders at 0, the integral is an entire function of s.
However, now consider instead a Schwartz function ¢ from the larger space S

rather than from &y. The local zeta integral remains analytic in s for Re(s) > 0,
but for general s we can not immediately take the alleged distribution

N e =2(s,x,0)"
as a basis element of §’(x |- |%), or even as an element of S" at all. To work around

the problem, note that by the nature of nonarchimedean Schwartz functions, ¢ is
constant on some neighborhood P¢~! of 0. Thus the related function

vo =1~ Reg-1)p, po(z) =p(z) - plaw™)
is identically 0 on P¢, i.e., g € Sp. Consequently, the local zeta integral of the
related function,

Z(s.x000) = [ pa(@x(@lal* a7 = (A, o)
FX
is entire in s. The distribution p whose output is this related local zeta integral,

<,U, <)0> = <Aa </70> = Z(S7Xa<p0)7
lies in S§'(x | - |*), because the preliminary calculation that for a € F* and ¢ € S,

(Ra—1<,0)0 = (1 - Rw—l)(Ra_lw) = Ra_l(l - Rw_l)(p = Ra—l(QOO)a
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justifies the third equality in the calculation

(Rape, ) = (s Ra-10) = (X, (Ra-19)0) = (A, Ra-1(p0))
= (RaX, 9o) = x(a)lal*(X, @o) = x(a)|al*(u, ¥).
So we have proved that dim(S’(x|-|%)) > 1, provided that u is not the zero dis-

tribution. To show that indeed p is not the zero distribution, let ¢° = 1» be the
characteristic function of O, and compute

o) = [ (o) = tola= Nt a*s = | x(@)d*a,

We are assuming that x is unramified, and so (recalling that the multiplicative
Haar measure of O* has been normalized to 1) the result is 1.

No claim is made that the basis element p lifts the local zeta integral distribu-
tion A from S”SO(X| -1%)) to S'(x|-1%)). It does not, because in general ¢y # ¢
for ¢ € Sg. We will see that no such lift is possible for the trivial character, and
so in that case p must be a multiple of the § distribution. To see that in fact u is
exactly 8, compute that since any given ¢ € S is constant on some P°~! we have

o= [ @) —plamaa = [ (pla) — plow) d%e

FX _—pe

= / plx)d”z — / olrw ) d*r = / o(w tr)d*
FX_’]JE F>< _Pﬂ OX
= ¢(0).
That is, 4 = J in the trivial character case as claimed.

We will continue the local zeta integral meromorphically to all s € C, obtaining
a second basis element of S'(x |- |*) away from the poles of the continuation. The
idea is to break the related integral Z(s, x, o) into two pieces and recover the
original Z(z, x, ¢) times a factor. Compute that for Re(s) > 0,

[ an@lel ao = [ c@nt@at e = [ plam @t s

FX
= (1= x(®@)g*)Z(s,x,¥)
= L(S7X)71Z(57Xa QO)'

In terms of distributions, slightly rearranging the previous display gives

(Axpps s ) = L(s, X) (x> ), Re(s) > 0.
However, the right side of the previous display is the product of

e an L-factor that is meromorphic in s,
e and a local zeta integral that is entire in s.

Thus we use the right side to continue the left side meromorphically in s,
Ax)ps 5 @) = L(s, X) (kx5 ), s €C.

And so L(s, x) is naturally a ratio of two basis-elements of a one-dimensional dis-
tribution space, away from poles.
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7.2. The nonarchimedean ramified case. If x is ramified then for any integers
m and n with m > n,

m—1

/n_pm x(@)|2* dw =Y x(@)q /O x(z)d*z = 0.

e=n

It follows that for any ¢ € S (which is constant on some neighborhood of 0), the
integral

/ p(@)x(@)|z* dz, 1> 0
FX?PW,

is independent of n once n is large enough. That is, the improper integral
Zs.00) = [ elap(@laf ¢
FX
converges. Also, if we specify ¢° = 1px - Y ™! then

Z(s,x,¢°) = / d*z =1,
OX
Thus the distribution
NS S’|SO, N, 0)=Z(s,x, )

is nonzero and immediately extends from S"SO (x| 1) to 8'(x|-|?). The natural
definition of the local L-factor in the ramified case is therefore

L(s,x) =1.

We have now shown that dim(S’(x)) > 1 for all x in the nonarchimedean case,
unramified or ramified, and so dim(S’(x)) = 1 for all nontrivial x in the nonar-
chimedean case.

7.3. The nonarchimedean trivial case. In the nonarchimedean case, we still
need to prove that 8’ (,) is only one-dimensional. Let ¢ denote a generic Schwartz
function. Recall the first short exact sequence from earlier, now augmented by a
left inverse of its inclusion map,

0 *)S()(L} S —T ——0.
17*(0)10
Here 1 —%(0)1o denotes the map from S to Sy that takes any ¢ to ¢ —¢(0)1p, and
$0 (1 — %(0)1p) oinc = 1 on Sy. As before, dualize and quote the Hahn-Banach
Theorem to get a second short exact sequence, now augmented by a right inverse
of its restriction map,

0 HS‘/{O} HS'&S’

s —0
(1-+(0)10)* 0

where reso (1 — #(0)1p)* =1 on S’|SO.
Let A=A, € Sl|80 (xo) be the basic integration distribution on Sy,

(X, @o) = / wo(z)d*z, o € So,
FX

and let A € S’ denote the corresponding lift from the sequence,

A=(1-%0)1p) e 8.



16 NUMBER FIELD ZETA INTEGRALS AND L-FUNCTIONS

That is to say, R
(A o) =, o—p(0)lo), ¢€S.

The general lift of A to &’ is A + ¢d where ¢ € C. We want to show that:
No lift of X to S’ is F*-invariant.

But § is F*-invariant, and so it suffices to show that the particular lift A is not
F*-invariant. Compute that for any ¢ € F* and any ¢ € &',

<Ra5‘7 90) = <5‘7 Ra*190> = <)‘7 Ry-1p— (Ra*“p)(o)10> = <)‘7 Ry-1¢ — (p(0)1(9>
(showing by a small exercise that R, is again a lift of A), and in particular for a = 1,

A, ) = (A, 0 = (0)10)).
Thus (noting that if ¢ € S then (1 — R,-1)p € Sp)

(1=R)X. ¢) = 3 (1= Ra)ph = [ (o) = laa™)) da,

The integral is in general nonzero. For example, choose p = 1o to get (the last
equality in the display to follow is an exercise)

(1 - Ry, 1o) = / (lo(z) — lo(za™t)) d*z = ord(a).
FX

The calculation has shown that R,A = A — ord(a)d. That is, {\,8} is the basis of

a two-dimensional F'*-representation with the action given by

Al 1 —ord(a)] [A
g =l )
Unlike finite-group representations, this representation is not semisimple: the sub-

representation spanned by ¢ does not have a complement.
The proof that dim(S’(x)) = 1 for all x in the nonarchimedean case is complete.

8. THE LocAL FUNCTIONAL EQUATION

8.1. Additive characters. Consider a particular nontrivial unitary character
Y: F—T.
That is,
Y +a') =y(@)y(a), z,2"€F,
and the outputs of 1 are complex values of absolute value 1. We refer to such a
character simply as additive. One choice of the particular character is

¢ = expo2miTrp/q,,

but this choice is not necessarily the optimal normalization; for our purposes its
role is to show that there are any additive characters at all. From now on, let
denote some fixed additive character of F', but it need not yet be normalized in any
particular way.

With ¢ in place, define the Fourier transform on Schwartz functions,

Fis—8, wmaaﬁwwww.

We understand the measure to be normalized so that it is self-dual, meaning that
FF=R_q,
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e, (FFp)(x) = ¢(—x) for all ¢ € S and = € F. The question of how to normalize
the measure to produce the desired self-duality will be discussed soon. We remark
for future reference that for any a € F* (exercise),

FRy—1 = |a|R,F (equality of operators on S),
so that consequently (exercise—the next display is not a trivial rewrite of the pre-
vious one)

R, F = |a|FR,-1 (equality of operators on §").

We invoke that any nontrivial additive character J of F'is a dilation of the given
one. That is, for some a € F'*,

J:wa where ¢, =Y o a.

We want to choose ¢ € RT such that the scaled measure d* = cdx is self dual with
respect to v, granting that dx is self-dual with respect to 1. Compute first that
(exercise)

j':l@ = CRalo,

and then second that consequently (check the steps)

FFlo = cFRylo = cla| " Ry-1 Flo = ?|a| ' Ry-1Ralo = 2la| o,
so that the right choice is ¢ = |a|'/2.
The conductor v(v) of ¥ is the negative of the exponent of the largest (as a set)

P-power where 1 is trivial,
¥ =1o0n P "% but not on P~WW)+D),
That is, the characterizing description of the conductor is
1 =1on P ¢if and only if e < v(v).

(The P-powers form a basis of open neighborhoods of 0 in F' along with being
subgroups.) It is an exercise to show that if the Schwartz function ¢ is a function
on P™/P™ then its Fourier transform Fy is a function on P~™"/P~""" where
v =v(y).

Given the conductor of v, we use the characterizing condition to determine the
conductor of ¥, for any a € F'*. For any e € Z,

’l/Ja(P_e) — w(zp—(e—ord(a)))’
so that 1), = 1 on P~¢ if and only if ¥ = 1 on P~(¢=°"4@)) which in turn holds if
and only if e — ord(a) < v(v), i.e., if and only if e < v(¥) + ord(a). That is, by the
characterizing condition,
v(tha) = v(¥) + ord(a).

By choosing a suitably, we may replace our basic character by a dilation and then
assume that the basic additive character has conductor 0, i.e., it is trivial on O but
not on P~ 1.

Granting that the basic additive character has conductor 0, the Fourier transform
of the characteristic function of the integers is

w(O) if 4 is trivial on O,

0 otherwise.

(Flo)(€) = /F Lo (t)ie(t) dt = /O wg@)dt{
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Since ¢ has conductor 0, the calculation shows that Flp = pu(O)le, and so we
normalize the additive measure by specifying

n(0) = 1.
Now Flp = 1o, and consequently FFlp = 1o = R_1O. For any v, the Fourier
inversion condition that FF = R_; holds for exactly one normalization of the Haar
measure. So in particular, when 1 has conductor 0, the relevant Haar measure is
our normalization x(O) = 1. And more generally, when ¢ has conductor v (so that
¥ = 12, where ¥° is an additive character of conductor 0), the Haar measure is
normalized by the condition p(0) = |w”|'/? = ¢~¥/2.
8.2. The local functional equation. Lemma 3.6 in Kudla states that
pes(x) = Fues .
For the proof, recall that
FR,-1 = |a|R,F (equality of operators on S),
R, F = |a|FRy-1 (equality of operators on S').
The lemma follows from computing that for any a € F* and ¢ € S,
(RaFp, ) = [al{(FRo-1p, ) = |a[{Ro-1 0, Fop)
=x"'(@)lal(u, Fo) = x"(a)|al(Fpu, ¢).

Recall that for any x and s, the space S'(x |- |*) is spanned by fiy .+, where

(1o s @) = /F (1= Ro-1)p) (@)x(2)|z]* A",
For any y and s, replace x by x =% - [1=*
Fhx-1pp-+ € S'(x]-7) = Cpiy -

That is, since the Fourier transform is an isometry and hence doesn’t kill ju,—1).j1 -,

in the lemma to get that

Fliy-11.1-s = (8, X, )iy |.]» for some (s, x,9) € C*.

8.3. Pre-normalizing the e-factor calculation. For any s € C, y |-|® is ramified
if and only if x is ramified, because |- |* = 1 on O*. Consequently the basic
function ¢ from earlier, taken to 1 by u, is the same for p, |- as it is for pu,.
Specifically, it is

o Jlo if x is unramified,
lox - x~! if x is ramified.
Apply the relation from the end of the previous section,

5(57Xa @[})MX || = -/—",szfl‘.‘l—s,

to the basic function, giving a formula for the local e-factor,
(2) 5(87X7¢) = </~LX_1|~|1_5 ’ -F(PO>'

We will show that:

To compute (s, x,¥) we may assume that x is unitary.
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To see this, apply (2) twice to get
(s, x| 15 9) = (py-1p e s » F¥)
= (fiy—1 | pi-s—t, X, F°) = e(s +1,X,v).
Thus we may assume that x is unitary, as desired.
Next we show that:

To compute (s, x,¥) we may assume that ¥ is normalized.

Fix any a € F*, and let zz = thqa. Recall that if the measure dz is selt-dual with
respect to ¢ then |a|'/?dz is self dual with respect to . Use (2) with ¢ in place
of ¥, and then at the end of the calculation use (2) again with the original v,

E(SaX7'(/)a) - <I’LX’1|~|1*S , j:v'@0>
- |a|1/2<MX_1|'|1_S ) Rafsoo>
= |a|1/2<Ra71,uX,1‘.|175 , ]:<Po>
= lal2]al* " x(a)(ty-1). -, FO)
= |a/|s_1/2X(a)€(s7X’w)_
Thus we may assume that v is normalized, as desired.

8.4. The e-factor calculation. From the previous section, we have the formula
for (s, x,v)

(3) E(S7X7¢) = </’l‘x—1|~|1_S ) -FSDO>
and the reduction identity
€<S>Xawa> = ‘a|s_1/2X(a)E(SaX?w)-

If x is unramified then first take i) normalized to have conductor 0. As discussed,
we then have Flp = 1o, and so (3) becomes

E(s,x,zp) = <MX—1|.‘1—S , 1(9> = 1.
Combine the reduction identity with the previous display to obtain for any a € F'*,
e(s, X, Ya) = lal*~2x(a).

The additive character 1, has conductor ¥ = ord(a), so rewrite the previous display,
now letting v denote a general additive character of conductor v,

e(s, x,¥) = q(l/%s)”x(w”), F = na, x unramified.

If x is ramified then its conductor ¢ = ¢(x) € Z% is defined as the exponent
of the largest (as a set) P-power such that x is trivial on that P-power translate
about 1,

x =1 on 1+ P but not on 1+ PLIL,

(The P-power translates about 1 form a basis of open neighborhoods of 1 in F'*
along with being subgroups.)

Let ¢ € ZT denote the conductor of y, and assume first that +/ has conductor 0.
The basic function ¢° = 1px - x~! is a function on O/P€, and so its Fourier

transform F¢° is a function on P~°¢/O. In particular, (F¢°)(§) = 0 if ord(¢) < —ec.
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Next we show that also (Fp°)(€) = 0 if ord(§) > —c. The Fourier transform is

Fee) = [ w0

If ¢ = 1 then ord(§) > 0 and so ¢ is trivial on O*; but x~! is nontrivial on 0%,
and so the previous display shows that (F¢°)(¢) = 0. (Since x ! is a multiplicative
character but the integral involves additive Haar measure, we can not merely quote
the result that the integral of a nontrivial character over a compact group vanishes
until we realize that the additive Haar measure is also multiplicative Haar measure
on the unit group.) If ¢ > 1 then we have a natural isomorphism between a
multiplicative group of additive cosets and a multiplicative group of multiplicative
cosets,

(O/PH)* = 0% /(1+ P, utPThemu(l+ 07

Consequently
FeNO= [ e de
ae(0/pe—1yx VP!

= X_l(u)wf(U)/ XL+ t)ae(t) dt.

Te(O/Pe=1)x pet

But ¢ is trivial on P~ and x~! is nontrivial on 1 + P¢~!, and so the integral

is 0, again because we are integrating over a compact subgroup of the unit group,
so that the additive Haar measure is also multiplicative.
The remaining case is £ = uw ¢ where u € O*. The Fourier transform is

FeNO) = [ X OB

= xlu “(u —e(u u
= x(w) [ty (ut) )
= x(wcﬁ)/m X H(t)Y(wet) dt.

Rewrite the previous display as

(Fe°)(€) = x(@°€)q~*1(x, ¥),

where 7(x, ) is the normalized Gauss sum,

T(x.¥) = ¢/* / X () () dt.

Ox
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(To see that the normalization is correct, compute that the square of the modulus
of the integral is

L] T @ ey ardr

OX OX

[ ] xcrenT e -
OX OX

:/ ) [ et -y dedr
/.

a4 /¢ “(1— ) dt

_/OX () /¢ (1 —#)t)dedt.

The first inner integral vanishes unless 1 — ¢’ € P, in which case it is p(0Q) = 1,
and then the outer integral is p(1 4+ P¢) = u(P°) = ¢~ . So overall the first double
integral is ¢7¢. The second double integral is similar except that now the inner
integral vanishes unless 1 — ¢ € P~ in which case the outer integral vanishes.
Thus the modulus of the integral is ¢—</2 as desired.)

Now we have

(Fe)(€) = a7 (x: )% (@°€).
And @° is the basic function for xy~!. Consequently the formula (3) for & gives
e(s,%:%) = ¢ 27 (x, ¥) (fy-1).)1-+ » Reoed®)
Xo V) (Reg—e fly—1). =5 5 ©°)
XX @)@ ™ T e s 9°)
X 9)x(@°)g e
706X (@)

So far the calculation has assumed that ¢ has conductor 0. The general case is
¥ = 2., where 1° has conductor 0. By the second reduction identity,

E(S, Xs w) _ (](1/2_S)VX(wy)q(l/Q_s)cT(X, ,(/JO)X(WC)
= g2 ()7 (x, 1°).

_ q—c/QT

_ q(1/27s

49
~— N N/

To express the Gauss sum in terms of v rather than °, compute
i) =0 [ e
A5 [ O (= b

a2 [ v

and so the more general definition of the normalized Gauss sum is

T(x, ) = ¢/ /O X H(t)p(w T ) dt.
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In sum,

e(s,x, %) = q(l/g_s)(0+”)T(X7w)x(wc+”), F = na, y ramified.

9. THE GLOBAL e-FACTOR

Fix an archimedean place v. We have shown that the local e-factor is

(1/2—s)(cotvo)

61)(57 Xo; ’l/)v) =y Tv(va wv)Xv (w5v+uv )a

where

v = |O/P|a

w, = a generator of PF,,
¢, = the conductor of x,,
v, = the conductor of 1,

(X, ) 1 Yo unramified,
To\Xv, Pv) = CotVy c+v — —Cy—V :
go/2evt) g1/2(et )foﬁ Xy L)y (o7t dt X, ramified.

Replace 9 by 9, where a € k*. At each nonarchimedean place we have from
before,

E’U(S) Xvs wv,a) = |a|:3_1/2Xv(av)5v(87 Xvs 1/11;)

Assuming that the same formula holds for archimedean places, the global product
of the local e-factors is independent of 1, and so it is written

5(87 X) = HE'U(S7X’U7¢’U)‘

Part 4. The Final Calculation

To set up the final calculation, define

A(57X) = HLD(S7XU),
ZO(S7X) = HZO,U<S7X'U>7

Z(S7X) = HZv(SuXv)-

Then
A(s,X)Zo(s,x) = Z(s,x) multiplying together each Z,
= (FZ)1—-s,xY by the global functional equation
= H(]:Zv)(l — 5 Xy ) decomposing FZ

= HLU(l — 8, X0 N FZow)(1 —5,x51) factoring each FZ,
= H Ly(1 = 5, x5 1)e0 (8, Xus ¥0) Zow(S, Xu) by the local functional equations

= A1 —s5,x Ye(s, %) Zo(5, x) assembling A, ¢, and Z,.
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Therefore

[ A5, x) = (5,00 = 5,07,

Part 5. Application: Quadratic e-Factors are Trivial
Let k be a quadratic number field, and let x be its character. Note that ! = .
Compute that
Zx(1 =) = Z(s)
Zg(s)Ag(s; x)
Zo(1 - 5)e(s,)Ag(1 - 5,%)
e(s,x)Zk(1 — s).

Thus e(s, x) = 1. This result encompasses the value of the quadratic Gauss sum.



