Math 322 lecture for Friday, Week 6

THE CONTRACTION MAPPING PRINCIPLE

Let (V.|| ||) be a normed vector space over F' = R or C. Recall this means that for
allv,w eV and a € F,
(a) ||v]| > 0 with equality if and only if v = 0;
(b) [law]] = laf[];
(©) [lv+wl < vl + [[wl.
If every Cauchy sequence in V' converges (in V'), then we say V' is complete, and in
that case (V|| ||) is called a Banach space. We have already used the fact that R™
and C" are Banach spaces, for example, when considering the convergence of e“t.

We will soon need to consider a Banach space whose elements consist of potential
solutions to systems of differential equations.

Definition. Let (V.|| ||) be a Banach space, and let X C V. Let T: X — X.
(a) A point u € X is a fized point for T if T'(u) = u.

(b) The function T is a contraction mapping if there is a constant ¢ € [0,1) C R
such that
1T (u) =T ()| < eflu—wvll

for all u,v € X.

Theorem. Let (V.|| ||) be a Banach space, and let X C V be a closed subset of V/
(hence, it contains all of its limit points). Suppose that 7': X — X is a contraction
mapping and fix a constant ¢ € [0,1) C R so that

1T (u) = T ()| < ¢flu— vl

for all u,v € X. Then T has a unique fixed point u € X. Let ug € X and consider
the sequence of iterates
Uo, T(UO), Tz(uo), Tg(UO), Ce

(For example, T3(ug) = T(T(T(ug))).) We have, for all m > 0,
. m "
G =T (uo)ll < 37— 1T (o) — uol.

In particular, the sequence of iterates converges to the fixed point, .
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Proof. We first show uniqueness. Suppose that 7'(u) = v and T'(v) = v. We have
lu = vl = [T(w) = T ()| < ¢llu =,

which implies
(1—c¢)|lu—wv|] <0.

Since 1 — ¢ > 0, it follows that ||u — v|| = 0, and hence, u = v.

Now take ug € X, and define ugpy; := T(ug) for k > 0. Thus, up = T*(up) for
all £ > 0. For all pairs of natural numbers m < n,

[ = | = 1T (un—1) = T ()

< cl[tn-1 = w1 |
= | T(un—2) = T (um—2)||
< gy = |
< ™[t — uo|
= "[|(u1 — o) + (ug — ur) + (uz — ug) - -+ + (Un—m — Up—m-1)||
< ™ (flur = wol| + [Juz — |l + [[us — wall + -+ + [[ttn—m — Up—m-1l])
<™ (lur = ol + cllur = uoll + [lur — wol| + - -+ + "y = uol|)
="lui —wol| (L +c++--
= — ol
S
1—c

Given any ¢ > 0, we then see that by choosing N sufficiently large, it follows
that if m,n > N, then [ju, — u,|| < €. So the sequence of iterates, (ug)r>o is
Cauchy. Since V is a Banach space, the sequence converges to some u, and since X
is closed, & € X. Since T is a contraction mapping, it’s continuous (exercise), and
therefore commutes with limits:

lim T'(ug) = T(lim ug) = T'(a).

k—o00 k—o00

On the other hand, by definition of the uy, we have

lim T(ug) = im wpyq = lim ug = .
k—o00 k—o0 k—o00
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This shows T'(4) = @, i.e., 4 is the unique fixed point of 7.
Finally, in our calculation above, we saw that for all m < n,

m m

C Cc

[|ur — uol| < |7 (o) — uol-

Hun - um” = ||T”(u0) B Tm(uo)“ < 1—c¢ 1—c¢

Since the norm function and 7" are continuous, they both commute with limits. There-
fore, taking the limit as n — oo on both sides of the above inequality yields

m

- m c
@ =T (uo)| < T—_lIT (1) = woll
O

Method of successive approximations. We are interested in applying the con-
traction mapping principle to the operator

T(u) =z + . f(u(s)) ds,

discussed in the previous lecture. So we need to find the appropriate Banach space
and find conditions under which 7" is a contraction mapping.

Definition. If I C R is a closed bounded interval, let C'(I) denote the R-vector space
of continuous functions on I — R™ (where n is fixed). For each u € C(I), define

lull := sup Ju(®)] = max u(#)

(The last equality is due to the fact that the continuous image of a compact set is
compact—a generalization of the extreme value theorem of one-variable calculus.)
Geometrically, ||u|| is the maximum distance from the origin reached by u(t).

Proposition. (C(I), || ||) is a Banach space.
Proof. Math 321. ]

Thus, the method of successive approximations is an operator
T:C(I)— C(I)

on the Banach space of continuous functions on /. Under what conditions is it a
contraction mapping? We have

(@) - ool =| (s [ swenas) - (w+ [ etnas)
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s

/ | f{u(s) = f(v() ds

< / 1) - fle()] ds

< t max{|f(u(s)) — f(v(s))[}.
s€[0,t]
From this, we can see two things that will help to control the size of |T'(u) — T'(v)]:
first, restrict to a small enough region around xy so that f does not vary much on
that region, and second, make the interval in which ¢ varies small. We address the
first problem below by considering the derivative of f.



