
Math 201 lecture for Friday, Week 6

Linear transformations and matrices III

The goal today is to formally define the algebraic structure for matrices (linear structure
and multiplication). Multiplication of matrices corresponds with composition of their cor-
responding linear transformations.

Composition of linear functions.

Proposition. Let f : V →W and g : W → U be linear functions. Their the composition g◦
f : V → U is a linear function.

Proof. Let u, v ∈ V and λ ∈ F . Then, since f and g are linear,

(g ◦ f)(u+ λv) := g(f(u+ λv))

= g (f(u) + λf(v))

= g(f(u)) + λg(f(v))

= (g ◦ f)(u) + λ(g ◦ f)(v).

Let f : V → W and g : W → U be a linear functions. We are interested in a matrices
representing the composition

g ◦ f : V
f−→W

g−→ U.

Fix ordered bases B = 〈v1, . . . , vn〉 for V , C = 〈w1, . . . , w`〉 for W , and D = 〈u1, . . . , um〉
for U . Let

P := [g]DC and Q = [f ]CB.

Thus, P ∈Mm×`(F ) and Q ∈M`×n. The relevant commutative diagram is

V W U

Fn F ` Fm

φB ∼

f

φC∼

g

φD∼

Q P

Let’s compute [g ◦ f ]DB . To find its j-th column, we find the coordinates of (g ◦ f)(vj) with
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respect to the ordered basis D:

(g ◦ f)(vj) = g(f(vj))

= g

(∑̀
k=1

Qkjwk

)
( j-th column of Q)

=
∑̀
k=1

Qkjg(wk)

=
∑̀
k=1

Qkj

(
m∑
i=1

Pikui

)
( k-th column of P )

=
m∑
i=1

(∑̀
k=1

PikQkj

)
ui.

So the j column of [g ◦ f ]DB is given by the coefficients of the ui in the above some. That
means that the (i, j)-th entry of the matrix [g ◦ f ]DB , i.e., the entry in its i-row and j-th
column is (

[g ◦ f ]DB
)
ij

=

m∑
k=1

PikQkj .

Definition. (Multiplication of matrices) Let P ∈ Mm×`(F ) and Q ∈ M`×n(F ), then the
product PQ ∈Mm×n(F ) is defined by

(PQ)ij =
∑̀
k=1

PikQkj .

Note: The formula says that the (i, j)-th entry of the product PQ is the dot product of the
i-th row of P with the j-th column of Q. That’s what one thinks about when performing
the calculation of PQ in practice.

Example. Here is an example of the product of two matrices. For instance, to find the
(2, 3)-entry of the product, we take the dot product of the second row of the first matrix
with the third column of the second: 5 −1

0 2
−3 0

( 2 0 −1 3
1 −1 4 0

)
=

 9 1 −9 15
2 −2 8 0
−6 0 3 −9

 .

Recall the relevance of this computation: the first two matrices encode linear functions g
and f , and their product is a matrix encoding the composition g ◦ f .

2



Proposition. Let f : V → W and g : W → U be a linear functions, and fix ordered bases
B = 〈v1, . . . , vn〉 for V , C = 〈w1, . . . , w`〉 for W , and D = 〈u1, . . . , um〉 for U . Then we have

[g ◦ f ]DB = [g]DC [f ]CB.

Proof. The proof is exactly the motivation we just gave for the definition of the matrix
product.

We summarize some basic properties of matrix algebra.

Proposition. Let A be an m×n matrix, B an n×r matrix, both over a field F , and λ ∈ F .

(a) λ(AB) = (λA)B = A(λB).

(b) A(BC) = (AB)C for all r × s matrices C.

(c) A(B + C) = AB +AC for all n× r matrices C.

(d) (C +D)A = CA+DA for all r ×m matrices C and D.

Proof. We will just prove part (b), associativity of multiplication. So let C be an r × s
matrix. We have

(A(BC))ij =
n∑
k=1

Aik(BC)kj

=
n∑
k=1

(
Aik

(
r∑
`=1

Bk`C`j

))

=

n∑
k=1

r∑
`=1

Aik(Bk`C`j)

=

r∑
`=1

n∑
k=1

Aik(Bk`C`j)

=

r∑
`=1

n∑
k=1

(AikBk`)C`j

=

r∑
`=1

(
n∑
k=1

AikBk`

)
C`j

=

r∑
`=1

(AB)i`C`j

= ((AB)C)ij .
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Warning. Matrix multiplication is not commutative, in general. First of all, if the dimen-
sions aren’t right, multiplication for both AB and BA might not make sense. For instance,
if

A =

(
1 0
3 −1

)
and B =

(
1 0 2
3 1 4

)
,

then AB is defined, but not BA.

However, even if AB and BA are both defined, it is usually not the case that AB = BA.
Try just about any example with 2× 2 matrices to see this.

Definition. Let V and W be vector spaces over a field F . The set of linear transformations
(homomorphisms) from V to W is denoted L(V,W ) or Hom(V,W ). It forms a vector space
with operations defined as follows: for f, g ∈ Hom(V,W ) and λ ∈ F ,

(f + g)(v) = f(v) + g(v) and (λf)(v) = λf(v)

for all v ∈ V .

Proposition. Let V and W be vectors spaces over F of dimension n and m, respectively.
Then there is an isomorphism of vector spaces

Hom(V,W )→Mm×n(F ).

Sketch of proof. Choose ordered bases B and D for V and W , respectively. Then an iso-
morphism is given by

Hom(V,W )→Mm×n(F )

f 7→ [f ]DB .

This isomorphism will change to a different isomorphism if different bases are chosen.
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