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A permutation of a set $X$ is a bijection $X \rightarrow X$.
If $\sigma$ and $\tau$ are permutations of $X$ so is $\sigma \circ \tau$.
The collection of all permutations of $X$ along with the binary operation of o is called the symmetric group on $X$.

Let $[n]:=\{1, \ldots, n\}$ for $n \geq 1$.
The symmetric group of degree $n$ is the symmetric group on [ $n$ ] and is denoted by $\mathfrak{S}_{n}$.

The number permutations of $[n]$ is $\left|\mathfrak{S}_{n}\right|=n!$.
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$$
P_{\sigma}=\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{array}\right)
$$
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Definition. The sign of a permutation $\sigma \in \mathfrak{S}_{n}$ is $\operatorname{sign}(\sigma):=\operatorname{det}\left(P_{\sigma}\right) \in\{ \pm 1\}$. Then $\sigma$ is even if its sign is 1 and odd if its sign is -1 .

Note: $\sigma \in \mathfrak{S}_{n}$ is even, resp. odd, if it is the composition of an even, resp. odd, number of transpositions.

## Permutation matrices



$$
P_{\sigma}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{array}\right)
$$

$\sigma$

Think of $\sigma \in \mathfrak{S}_{n}$ as a (non-attacking) rook placement on an $n \times n$ chessboard.

## Determinants

Theorem. Let $A$ be an $n \times n$ matrix. Then
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$$
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Think of this formula in terms of rook placements.
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\left(\begin{array}{lll}
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$$
a_{13} a_{21} a_{32}
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$$
\operatorname{det}(A)=\sum_{\sigma \in \mathfrak{S}_{n}} \operatorname{sign}(\sigma) A_{1 \sigma(1)} A_{2 \sigma(2)} \cdots A_{n \sigma(n)}
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$1 \longrightarrow 1$
$2 \longrightarrow 2$
3
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