CONTINUATIONS AND FUNCTIONAL EQUATIONS

The Riemann zeta function is initially defined as a sum,

C(s) = Zn‘s, Re(s) > 1.

n>1

The first part of this writeup gives Riemann’s argument that the completion of
zeta,

Z(s) = 7m7°/?T'(s/2)¢(s), Re(s) >1

has a meromorphic continuation to the full s-plane, analytic except for simple poles
at s =0 and s = 1, and the continuation satisfies the functional equation

Z(1—s)=2Z(s), seC.

The continuation is no longer defined by the sum. Instead, it is defined by a well-
behaved integral-with-parameter.
Essentially the same ideas apply to Dirichlet L-functions,

L(x,s) = Zx(n)n_s, Re(s) > 1.

n>1

The second part of this writeup will give their completion, continuation and func-
tional equation.
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2 CONTINUATIONS AND FUNCTIONAL EQUATIONS
Part 1. RIEMANN ZETA: MEROMORPHIC CONTINUATION AND
FUNCTIONAL EQUATION
1. FOURIER TRANSFORM

The space of measurable and absolutely integrable functions on R is

L'(R) = {measurable f : R — C : / |f(z)|dzx < oco}.
z€R

Any f € LY(R) has a Fourier transform Ff : R — C given by
FENE© = [ e d
z€R

Although the Fourier transform is continuous, it needn’t belong to £!(R). But if
also f € L2(R), i.e., J |f(z)]? dz < oo, then Joer |(Ff)(z)|?dz < co. That is, if
f € LYR) N L%(R) then Ff € L2(R).

Conceptually the Fourier transform value (Ff)(z) € C is a sort of inner product
of f and the frequency-¢ oscillation e?™%*. Thus we might hope to resynthesize f
from the continuum of oscillations weighted suitably by the inner products,

f(x) = /g _ENEETE ver

However, the question of which functions f satisfy the previous display, and the
analysis of showing that they do, are nontrivial.
2. FOURIER TRANSFORM OF THE (GAUSSIAN AND ITS DILATIONS

Let g € LY(R) be the Gaussian function,

7'I'I2

g(x) =e”
The Fourier transform of the Gaussian is again the Gaussian,
Fg=g.

This is readily shown by complex contour integration or by differentiation under
the integral sign, as follows.
For the contour integration argument, compute that

Foo = [ e

= —00
& 25 2 2
:/ e—ﬂ'(m +2izn—n )6—7717 dz

T=—00
2 [ N2
=e ™ / e @M gy
T=—00

That is, (Fg)(n) is g(n) scaled by an integral. The scaling integral is an integral
of the extension of g to the complex plane, taken over a horizontal line translated
vertically from R. A small exercise with Cauchy’s Theorem and limits shows that
consequently the integral is just the Gaussian integral ffooo e’ dz, which is 1.
Thus Fg = g as claimed.

For the differentiation argument, note that ¢'(z) = —2nz g(x) and ¢g(0) = 1.
Let ¢(x) = ¥ 50 that the Fourier transform of the Gaussian is (Fg)(§) =
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[ g(x)EE(x) dz, and compute, differentiating under the integral sign, recog-

r=—00

nizing —2mxg(z) as ¢'(x), and integrating by parts,

F©= [ sgiw= [ (i)

i e e = =i [ o) ) ds
= —2r¢ o0 g(x)ﬂg(x) de = —27¢ (Fg)(6).

T=—00

Also (Fg)(0) = [ g(x)dx = 1. Thus Fg satisfies the same differential equation

r=—00
and initial condition as g, and again we have Fg = g as claimed.

For any function f € £}(R) and any positive number 7, the r-dilation of f,

fr(x) = f(fE?")7
has Fourier transform
F(fe) =1 Fflrr.

So in particular, returning to the Gaussian function g,

the Fourier transform of g,—1/2 is t1/2gt1/2, t>0.

3. THETA FUNCTION

Let H denote the complex upper half plane. The theta function on H is

v:H—C, I(r) = Z emin’T

nez

The sum converges rapidly away from the real axis, i.e., its tails decay exponentially
in Im(7),

Z 67rin2(a+it) < Z efw\n\t<2e*7rnot/(1_ef7rt)’

[n|>no [n|>no

making absolute and uniform convergence on compact subsets of H easy to show,
and thus defining a holomorphic function. Specialize to 7 = it with t > 0, and
write 6(t) for 9(it). Again let g be the Gaussian. The theta function along the
positive imaginary axis is a sum of dilated Gaussians whose graphs narrow as n
grows absolutely,

ot) S e ™ t>0.

ne”z

Equivalently,

0t) = gunn), t>o0.

nez
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4. POISSON SUMMATION; THE TRANSFORMATION LAW OF THE THETA FUNCTION

For any function f € £'(R) such that the sum Y, f(z-+d) converges absolutely
and uniformly on compact sets and is infinitely differentiable as a function of z, the
Poisson summation formula is

S fa+n) = SO(FH )i,

nez nez

The idea here is that the left side is the periodicization of f, and then the right
side is the Fourier series of the left side, because the nth Fourier coefficient of the
periodicized f is the nth Fourier transform of f itself.

More specifically, the Z-periodicization of f,

F:R—C, F(x) =Zf(x+n),
neL
is reproduced by its Fourier series,
F(z) = Z F(n)e?mine,
nez
But as mentioned, the nth Fourier coefficient of F' is the nth Fourier transform of f,

1 1
F(n) = / F(t)e—QTrint dt = / Z f(t + k)e—QTrin(tJ,—k) d+
t

=0 t=0 ez

-/ T fWe it = (Fi)(n),

=—00

and so the identity F(z) = Y, _, F(n)e2™" gives the Poisson summation formula

as claimed,

nez

S fa+n) = SO(FHm)eine.

nez nez
When x = 0 the Poisson summation formula specializes to
Y f) =) (FHn).
nez nez

And especially, if f is the dilated Gaussian g,-1/2 then Poisson summation with

x = 0 shows that
Do) =12y gup(n),
nez neZ

which is to say,

0(1/t) = t*20(t), t>0.

The previous display says that the theta function is a modular form.

As we will see in the second part of this writeup, Poisson summation without
specializing to z = 0 similarly shows that a more general theta function satisfies a
more complicated transformation law.
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5. RIEMANN ZETA AS THE MELLIN TRANSFORM OF THETA

With these preliminaries in hand, the properties of the Riemann zeta function are
established by examining the Mellin transform of (essentially) the theta function.
In general, the Mellin transform of a function f : R™ — C is the integral

o) = [ ror

=0
for s-values such that the integral converges absolutely. Here g no longer denotes
the Gaussian. The Mellin transform is merely the Fourier transform in different
coordinates, as is explained in another writeup. Some features to note about the
Mellin transform-

e Really the integral is taken over the multiplicative group R of positive
real numbers, a topological group. The lower endpoint 0 of integration is
just as improper as the upper endpoint co. A significant part of the work
to follow will address fragile convergence of integrals at this improper lower
limit, whereas the integrals will converge robustly at the improper upper
limit.

e Just as the measure d¢ on the additive group R satisfies d(t 4+ ¢) = d¢ and
d(at) = adt, so does the measure dt/t on R* satisfy d(ct)/(ct) = dt/t
and dt®/t* = adt/t. Especially, we will use the fact that the substitution
t — t~1 takes (0,1] to [1,00), reversing orientation, while d¢t~1/¢t~! equals
—dt/t, also with a minus sign, so that integration from 0 to 1 naturally
becomes integration from 1 to co. The measure dt/t is the Haar measure
of R*. The integral fol t*dt/t converges for Re(s) > 0 and the integral
J15 t5 dt/t converges for Re(s) < 0.

¢ The function ¢+ t° is a character from R} to C*.

For example, the Mellin transform of e~* is I'(s). Also, the Mellin transform
at s/2 of the function

o) -1 =Y e >0
n>1
is | oo d
o dt
ols/2) =3 [0 -G
t=0

Because A(t) — 1 as t — oo, the modular transformation law 6(1/t) = t'/26(t)
shows that 6(t) ~ t~'/? as t — 0%, making the integrand roughly t(*=1/2d¢/t
as t — 07, and therefore the integral converges at its left end for Re(s) > 1.
Replace 3(6(t) — 1) by its expression as a sum to get

g9(s/2) = / Z e~ tys/2 % )
t=0

n>1

The estimate Y. o, e™ ™1 < 37 _ ™™ < ¢ /(1 — ¢~™) shows that the sum
converges rapidly to 0 as t — 0o, and so the integral converges at its right end for
all values of s. Also, the rapid convergence lets the sum pass through the integral
in the previous display to yield, after a change of variable,

9(s/2) = Z(ﬂnQ)_S/Q /OO e_tts/Q% =772 (s/2)¢(s), Re(s) > 1.

et t=0
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Thus, when Re(s) > 1, the integral g(s/2) is the function Z(s) mentioned at the
beginning of this writeup. So this paragraph has in fact shown that the modified
zeta function

Z(s) € 775/ (s/2)C(s), Re(s) > 1

has an integral representation as the Mellin transform of (essentially) the theta
function,

Z(s) = ;/:;(e(t) —1)t*/? %, Re(s) > 1.

Thinking in these terms, the factor 7—%/2I'(s/2) is intrinsically associated to ((s),
making Z(s) the natural function to consider. Modern adelic considerations make
the factor even more natural as a completion of the zeta function at the infinite
prime, but those ideas are beyond our current scope.

6. MEROMORPHIC CONTINUATION AND FUNCTIONAL EQUATION

The facts that Z is essentially the Mellin transform of # and that 6 is a modular
form quickly give rise to the meromorphic continuation and functional equation
of Z. Specifically, compute part of the integral representation of Z by replacing ¢
by 1/t and then using the modular transformation law 6(1/t) = t'/26(t), and then
using the little identity [°t®dt/t = —1/a for Re(a) < 0 twice, with a = —s/2
and with a = (1 — s)/2, both having negative real part because Re(s) > 1,

%/tzo(ﬂ(t) - 1)t5/2% = ;/:(9(1/0 - l)t’S/Z%

1 [ dt
- (1) — 1 t(l—s)/2 _ t—s/2 t(l—s)/2
3 [ (ew-v + u

=1

1 [ dt 1 1
== O(t) — 1)t==)/2 = _ — _ .
2/t:1<() ) t s 1-—s

Combine this with the remainder of the integral representation of Z(s) to get

1 [ dt 1 1
Z(s) = = O(t) — 1) (/2 4 t1=9)/2) = = Re(s) > 1.
(=3 [ 00—+ LS T Re(y
And now, because the integral in the last display has left endpoint ¢ = 1 rather
than ¢ = 0, it is entire in s, making the right side meromorphic everywhere in the
s-plane with its only poles being simple poles at s = 0 and s = 1. That is, the new
description of Z is no longer constrained to the right half plane Re(s) > 1,

265)=5 [ 00 -0 Lot

, e C.
2 Jiey t s 1—s s

This new description extends Z to a meromorphic function on all of C. The defini-
tion of the extended function no longer makes reference to ((s) as a sum.

The right side of the previous display is clearly invariant under the substitution
s+ 1—s. That is, the meromorphic continuation of Z(s) to the full s-plane satisfies
the functional equation

[Z(1-5)=2(s), seC.|
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7. SOME EXTENDED ZETA VALUES

The computation that for Re(s) > 0,

1 oo
dt dt
I(s) = / e it — +/ e s —
0 t 1 t

—_1)" 1 oo
_ Z ( ') / ts—i—n—l dt _|_/ e—tts ﬂ
n! 0 1 t

n>0

_ (_1)n > —tsdt
_Zn!(s+n)+/1 ¢ t?

n>0

expresses ['(s) as the sum of two expressions, the first of which extends meromor-
phically from Re(s) > 0 to C and the second of which extends analytically to C. So
overall, I extends meromorphically to C with a simple pole of residue (—1)"/n! at
each nonpositive integer —n < 0. The functional equation for the completed zeta
function, featuring the completed gamma function,
amUmIPT(A32)((1 - 5) = 7 */*T(§)((s), s€C,

after being multiplied through by F(S'gl) combines with the gamma function iden-
tities

L(3r (st = w%21_sf(s) (Legendre duplication formula)
and
T
I'(s)I'(1 —s) = t
(s)L(1 =) Sn(ms) (symmetry)

to give (exercise)

((1— ) = 2(2m) T(s) cos(F)¢(s):

For Re(s) > 1 the right side vanishes only for s = 3,5,7..., and so the only zeros
of the extended ((s) in the left half plane are simple zeros at s = —2,—4,—6,....
Also, the pole of ((s) at s = 1 shows that that the extended ((s) doesn’t vanish
at s = 0; indeed, because ((s) ~ 1/(s — 1) and cos(%) ~ —5(s — 1) as s goes
to 1, the functional equation says that ((0) = —1/2. Another famous result is that
because ((2) = 72/6, the functional equation says that ((—1) = —1/12. These
results do not attribute values to the sums 1+1+414--- and 1+2+3+---. More
generally, a result that we have established earlier,

(27i)*
k) = —
with By the kth Bernoulli number, combines with the functional equation to give

B, k> 2even,

C1-k)= —%, k > 2 even.
This is tidier than the value of ((k), with no power of = and no factorial. For
elaborate computations with the zeta function and its variants that have simi-
lar functional equations, it is an indispensable gain of ease—and of likely-correct
results—to move to the tidy divergent region of the functional equation, work there,
and then take the answer back to the region of convergence if so desired.
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8. COMPLETED ( AS A PRODUCT OF LOCAL INTEGRALS

On the real field unit group R*, the Gaussian function g(t) = e~ is smooth

of rapid decay, and the function ¢t — [t|® is a character. With p the Haar measure
of R*, compute an integral that incorporates this function and this character,

/ g0t du(t) =2 / ety At
RX 0 t

e 2
_ ,”—5/2/ e—ﬂ't2(ﬂ_t2)8/2 d(7rt )
0

T2
=721 (s/2).

We recognize this as the factor that completes ((s) to Z(s).

For any prime p, each element of Q* uniquely takes the form p®m/n where e € Z
and m € Z — {0} and n € Z>; and p { mn, and the absolute value of the p-adic
field unit group Q) completes the p-adic absolute value on Q*,

|- p: Q€ — RT, [p‘m/nl, =p
Thus Q consists of concentric p-adic circles whose set of radii p”? is discrete. The
punctured p-adic integer ring Z, — {0} is, as a set, the punctured closed unit disk
in Q, i.e., the set of nonzero p-adic numbers ¢ such that [t], < 1, and the p-adic
integer unit group Z; is the unit circle, [t[, = 1. Thus Z, — {0} = | |5, p°Z}. Let
g be the characteristic function of Z;, on Q;,

1 iftez
g(t) = { i

0 else.

Despite its casewise formula, g is p-adically smooth because the p-adic absolute
value has discrete range p”, and certainly g decays rapidly. With |- | now denoting
the p-adic absolute value, and with p the Haar measure of Q) scaled so that
w(Z)) = 1 and therefore u(p°Z)) = 1 for all e, compute a p-adic integral similar
to the real integral above,

[ o aun =3 [ 07 aut)

P e>0
I
e>0
=(1-p) L

We recognize this as the pth Euler product factor of {(s).

Altogether the completion Z of ( is the product of these local integrals over the
multiplicative groups of the completions R and Q, of Q. Ostrowski’s theorem says
that these are all the completions.

Part 2. DIRICHLET L-FUNCTIONS: ANALYTIC CONTINUATION
AND FUNCTIONAL EQUATION

9. THETA FUNCTION OF A PRIMITIVE DIRICHLET CHARACTER

A Dirichlet character
x:(Z/NZ)* — C*
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is called even if x(—1) =1 and odd if x(—1) = —1.
A primitive even Dirichlet character modulo N has an associated theta function

def —n?
0 00t) 3 XN, 0,
neEZ

The sum 604 (x,t) is zero for odd x. A primitive odd Dirichlet character modulo N
has an associated theta function

0_(x,t) def Z nx(n)e*”"%/N, t>0.
nez

The sum 6_(x,t) is zero for even x. To gather the two cases, associate to any
Dirichlet character x an integer 6 = 6(x),

5= 0 if x is even,
)1 if y is odd.

Now for a primitive Dirichlet character modulo N, the definition

6(x. 1) = Y nix(m)e ™ N >0
neZ

captures both definitions above. The sum converges rapidly as ¢ grows, because
for t > 1 its nth term is at most n=2e~* for all |n| > n, for some n, independent
of t, making its n,th tail O(e™!), and its n,th truncation is O(e™*) as well. We will
derive a modular transformation law for this theta function.

10. A POISSON SUMMATION RESULT

Recall that the Poisson summation formula says that for suitable functions f :
R —C,

S fatn) =S (FHn)S™, xR

ne”Z nez

Recall also that the Fourier transform of a dilation f,(x) = f(xr) of a suitable
function f is

Flf) =r"YFfya, r>0.
And recall that the Gaussian function,
g:R— R, glz)=e ,

is its own Fourier transform, i.e., Fg = g.
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Using the results just mentioned, compute that for x € R and r > 0,

Z e mlatn)?/r _ Z gr-1/2(z+n)

neZ nezZ
= Z F(gp-1/2)(n)e’™ne by Poisson summation
nez
=r!/? Z(]:g)rl/z (n)e*™™* by the dilation formula
neL
=r!/? Z Gpis2 ()€™ by the property of the Gaussian
neZ
_ 7,1/2 Z 627Tinw77rn2'r'
nez

A slight rearrangement gives
Z eQT{‘inmfﬂT'LZ’l" _ ,,,71/2 Z efw(z+n)2/r’ zER, r>0.
neEZ nez
Differentiate with respect to x to get
Z ne?mine=mnir _ ;.—3/2 Z(JS + n)e_”(er”)z/T, zeR, r>0.
nez nez

Recall the integer § that is 0 for an even Dirichlet character and 1 for an odd one.
This integer lets us gather the previous two displays,

Z néeQﬂ-inm—ﬂ-nzr — Z-ér—l/Q—é Z(m + n)ée—ﬂ(z+n)2/r’ T ER, r>0.
nez nez
Although this result bears some resemblance to a modular transformation law for

the theta function of a Dirichlet character, to make things dovetail perfectly we
also need to consider Gauss sums.

11. GAUSS SUMS OF PRIMITIVE DIRICHLET CHARACTERS

A primitive Dirichlet character
x:(Z/NZ)* — C*
has associated Gauss sums
N-1
) = 3 x(m)eXm N, ez,
m=0
Note that 7,,(x) = Fx(n), viewing the frequency-n character of Z/NZ as ¢, (z) =
e~2minz/N Egpecially, the basic Gauss sum associated to x is
N-1
T(x) =) = Fx(1) = Y x(m)e™ /N,
m=0
The sum 7, (x) could be taken only over m € (Z/NZ)*, and the next proposition
will show that we could consider 7,,(x) only for n € (Z/NZ)* because otherwise
7n(x) = 0. However, the proof of the main result of this section,

TOOT(X) = x(=DN,
to be established after the proposition, is transparent when we sum over Z/NZ
rather than summing only over (Z/NZ)*. Summing over Z/NZ lets us use the fact
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that exponentiation is an additive character along with x being a multiplicative
character.

Proposition 11.1. If x is primitive modulo N then

X(n)t(x) = n(x), neZ.

Proof. First assume that ged(n, N) = 1. The relation Y(n)x(n) = 1 quickly proves
the formula,

_ Y(’I’L) X(nm)e2mnm/N

Z X(m)e27rinm/N _ Tn(X)~

N-1
m=0

Now assume that ged(n, N) > 1. We need to show that 7,(x) = 0. For this
argument it is more convenient to rewrite the Gauss sum as

Tn(X) — Z X(m)e%i”m/N.
me(Z/NZ)

The degenerate case N = 1 is excluded because ged(n, N) > 1. Let g = ged(n, N),
so that n = n’g and N = N’g for some integer n’ and positive integer N’. The
surjection

(Z/NZ)* — (Z/N'Z)*
has kernel
K={ke(Z/NZ)* :k=1modN'},

and thus (Z/NZ)* has a coset decomposition

(Z/NZ)* =| |rK,

r

where the representatives r € (Z/NZ)* take distinct values modulo N’. All ele-
ments m of a given coset rK satisfy m = r mod N’. Note also that

2rinm/N _ 2win'm/N’ _ 2min/r/N’

e e e for m € rK,

and this value depends only on r. Thus altogether we have

() =, > x(m)eX™ N =N "3 (r)e? NN " x ().

r merkK keK

Now we use the fact that x is primitive. Specifically, x doesn’t factor through
the quotient (Z/N'Z)* ~ (Z/NZ)* /K of (Z/NZ)*, so it isn’t identically 1 on K.
Consequently the inner sum at the end of the previous display is 0, showing that
Tn(x) = 0 as desired. O
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Now compute, using the proposition’s result X (n)7(x) = 7.(x) for the second
equality,

N-1 N-1
T(X)T(y) — Y(n)7_(X)e27rm/N — Z Tn(X)eQmIn/N
n=0 n=0
N-1N-1
_ X(m)€27rinm/N627rin/N
n=0 m=0
N-1 N-1
_ X(m) Z eQTri(m—i—l)n/N _ X(—l)N,
m=0 n=0
the last equality holding because the inner sum is N when m = —1 and 0 otherwise.

Because 7(X) = x(—1)7(x), as is readily verified, the previous display shows that
()| = N2,

Our proof that 7(x)7(%) = x(—1)N in an earlier writeup was simpler because
it could use its circumstance that N is prime, giving Z/NZ = (Z/NZ)* U {0} and
making every nontrivial character modulo N primitive. But now N needn’t be
prime.

Recall that a Dirichlet character x is even if x(—1) =1 and odd if x(—1) = —1,
and recall that we set the integer § to 0 for an even Dirichlet character and to 1 for
an odd Dirichlet character. Thus x(—1) = (—1)%. Introduce the root number of a
primitive Dirichlet character, a complex number of absolute value 1,

T(x)
Wi = SN2
The root number is chosen so that regardless of the parity of y, the relation
7(x)7(X) = X(—1)N becomes W (x)W () = 1, or

W(x) =W

12. DIRICHLET THETA FUNCTION TRANSFORMATION LAW

Recall that the theta function of a primitive Dirichlet character x modulo N is
O(x,t) = Z n‘sx(n)e_”"Qt/N, t>0.
nez

Compute, using the identity Y(n)7(x) = 7,(x) for the second equality,

() 0(x; 1) = ZY(n)T(X)n‘se_”"zt/N - Z Tn(x)n‘;e_””zt/N

neZ nez
N—-1
— Z Z X(m)eQﬂinm/Nnéefwnzt/N
n€Z m=0
N—-1
_ Z X(m) Z n6627rinm/N77rn2t/N.
m=0 nez

Apply the relation from Poisson summation,

Z n5827rinfc—7rn2r _ i6T—1/2—6 Z(m + n)Je—Tr(rc—&-n)Z/r7
ne neZ
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with £ = m/N and r = t/N,

N-1
T(X) H(Xv ) N/t 1/2+(§ Z X Z m/N+n)5e—7r(m/N+n)2N/t
m=0

nez
N—
— S N1/24-1/2-6 Z Z(m+nN)6ef7r(m+nN)2(l/t)/N
m=0 nez
— S NL/2p-1/2-6 Z EJX(Z)G—M?(l/t)/N
Le”

= ONV21270 9y, 1/t).

A slight rearrangement gives the modular transformation law,

0(x,1/t) = W) t'/*76(x. 1), t>0.

Because 0(X,t) decreases rapidly as t — oo, the boxed identity shows that also
0(x,t) decreases rapidly as t — 07. As a separate matter, for fixed large ¢ the
theta function series converges quickly but for fixed ¢ near 0% it converges slowly.

13. ANALYTIC CONTINUATION AND FUNCTIONAL EQUATION

Let x be a nontrivial primitive Dirichlet character. Recall that its Dirichlet

L-function is
= Zx(n)n_s7 Re(s) > 1

n>1

Let N be the conductor of x. Recall that the integer § is 0 or 1 depending whether
x is even or odd. Because x is nontrivial, its conductor N is greater than 1, and so
x(0) = 0. Therefore, for s € C with Re(s) > 0,

1 _an? R dt
! RN 002 L= S i / et/ &
t=0 n>1

= 2”6)(( )(mn? /N)~EFO2D((s + 6) /2)

n>1

= (/N)~CHI2D((s + 6)/2) L(x; 5)-

That is, the completed Dirichlet L-function

Alx.s) & (m/N)=C+/2D((s +6)/2)L(x.5), Re(s) > 1

has an integral representation as the Mellin transform of the theta function,

o0

1 dt
Al ) =5 t_oa(x,t)ﬂs”)/??, Re(s) > 1.

Unlike earlier in this writeup, now the integral converges at both endpoints
independently of the value of s. Thus the completed L-function A(y,s) already
has an analytic continuation to the full s-plane, and consequently so does L(x, s).
To obtain the functional equation of A(x,s) as well, compute, using the modular
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transformation law 0(x, 1/t) = W(x)t/?T96(x,t) for the third equality to follow,
that the integral in the previous display is

dt dt ! dt
/ o, e/ S / 0,02 L [ g oz &

t=0
:/ (6(x. t)t(5+6)/2+9(x 1/t)t~ (b+5>/2) d
t=1
:/ (9(X,t)t<s+6)/2 +W(X) 9( ) (1 s+5)/2) it
t=1

This last integral remains entire in s. Now the continuation of A(y, s) is defined as
a more symmetric integral than it was a moment ago,

[ s _ s dt
A(x,s>:§/ (B0 + WO OO0 s e
-

Because W (Y) = W(x) !, replacing s by 1 — s and x by X in this last integral
multiplies it by W (x) !,

1 [~ . _ . dt
M=) =5 [ (O W ool

1= s s dt
L N U R O O T
t

Therefore, because the last integral is the boxed integral just above, we have the
functional equation

’ W(x)A(x,1—35) =A(x,s), seC. ‘

Similarly to section 7, the functional equation is also (now exchanging the roles of

y and )
L1 —8)= 2(; (33) r(scos (M5 ) Ll

When y is even, for Re(s) > 1 the right side vanishes only for s = 3,5,7,..., and
so the only zeros of the extended L(x,s) in the left half plane are simple zeros
at s = —2,—4,—6,.... Still with y even, the functional equation also shows that
L(x,s) has a zero at s = 0, and the nontrivial fact that Dirichlet L-functions
don’t vanish at s = 1 shows that the zero at s = 0 is simple. When x is odd,
for Re(s) > 1 the right side with ¥ in place of x vanishes only for s = 2,4,6, ...,
and so the only zeros of the extended L(x, s) in the left half plane are simple zeros
at s = —1,—3,—5,..., and the fact that Dirichlet L-functions don’t vanish at s =1
shows that L(x,0) is nonzero.

14. QUADRATIC ROOT NUMBERS

Let F be a quadratic number field. Its Dedekind zeta function,
ZNa*S, e(s) > 1,

has a completion Zg(s) that extends meromorphically to C with simple poles at s =
0, 1 and satisfies the functional equation Zp(s) = Zp(1—s). The quadratic number
field F' has an associated quadratic character x = xp whose conductor is the
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absolute discriminant of F. The arithmetic of the quadratic field encodes as the
identity Zp(s) = Zo(s)A(x,s) where Zg is the completed Euler-Riemann zeta
function. Noting that Y = x because x is quadratic, compute that

Zp(1—s)=Zp(s) by the functional eqn for Zp
= Zo(s)A(x, s) factoring Zp
= Zo(1 —s)W(x)A(x,1 —s) by the functional eqns for Zg and A
=W(X)Zr(1-s) regathering Zp.

Thus W(x) = 1 for the quadratic character x. In particular, with x(n) = (n/p)
for an odd prime p, this result captures the value of the quadratic Gauss sum,
7(x) = p'/? if p=1mod 4 and 7(x) = ip*/? if p = 3 mod 4.

15. COMPLETED L(x) AS A PRODUCT OF LOCAL INTEGRALS

—t?

On the real field unit group R*, with the Gaussian function g(t) = e and
the character ¢ — |¢|® as before, consider also a character that indicates the parity
of our Dirichlet character y, recalling the constant ¢ that is 0 or 1 if x is even or
odd,

Xoo(t) = |tI°.
Again with p the Haar measure of R*, compute an integral similar to before but
now also incorporating the conductor N of x and its parity character xoo,

s+0
s o g2 s dt T\~ 2 s+0
[ OOl au =2 [ et S (277 0 (217)).
We recognize this as the factor that completes L(x, s) to A(x, s).
For any prime p, define a character of (@; that describes our Dirichlet character
at p,

Xp(P°Zy) = x(p), e€Z
With g = 17,0y and | | and p again the p-adic smooth function of rapid decay
and absolute value and multiplicative Haar measure, now compute

[ s®x 0l au®) = Y (xolp ™) = 0= o).
Q;f e>0
We recognize this as the pth Euler product factor of L(x, s).

Again the completion A(x) of L(x) is the product of the local integrals, which
now incorporate local aspects of x. In describing x by its local factors we are
expressing it as the simplest nontrivial example of a Hecke character.



